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FOREWORD 
 

The Museum’s Founding Chairman and Holocaust survivor Elie Wiesel’s vision was that the Museum would 

do for victims of genocide today what was not done for the Jews of Europe: "Only a conscious, concerted 

attempt to learn from past errors can prevent recurrence to any racial, religious, ethnic, or national group."  

 

The Museum's Simon-Skjodt Center was established to help fulfill that vision. The Center’s mandate is "to 

alert the national conscience, influence policy makers, and stimulate worldwide action to confront and prevent 

genocide." As a trusted resource for government officials, we strive to promote broad and enduring bipartisan 

commitment among policy makers to preventing genocide and related crimes against humanity. 

 

As one way to carry out this charge, the Simon-Skjodt Center explores contemporary and future trends 

affecting mass atrocities and atrocity prevention. The growth of social media around the world is having 

profound and far reaching effects, including on the risk of mass atrocities. Much has been written about the 

potential for social media to spread antisemitism and other hate, mis/disinformation, and incite people to 

violence. Less is known about the other side of the coin: how social media can be used to help prevent mass 

atrocities. Therefore, in 2023, we recruited a fellow to research this topic, culminating in this report.  

 

Shannon Raj Singh, an international criminal lawyer with expertise in the intersection of technology and mass 

atrocities, carried out this project during her time as a Leonard and Sophie Davis Genocide Prevention Fellow. 

She consulted current and former representatives of social media companies, academics, practitioners, and 

members of at-risk communities to understand the range of social media interventions that may support core 

atrocity prevention strategies. 

 

The report’s findings affirm that social media tools and interventions offer an opportunity to expand the 

atrocity prevention toolbox to meet contemporary challenges. To seize this opportunity, social media 

companies first need to recognize the influence of their platforms in countries at significant risk of mass 

atrocities and their responsibility to use their tools to help prevent mass atrocities. The report discusses 

numerous specific ways that social media could be–and in some cases, has been–used to help prevent mass 

atrocities. Yet, the findings also underscore that these product, policy, and operational interventions require 

further research, including on their potential unintended consequences. One important, overriding challenge is 

how to reduce the reach or influence of social media content that might increase the risk of mass atrocities 

while protecting the right to free expression. 

 

Alongside the Simon-Skjodt Center's “Strategic Framework for Helping Prevent Mass Atrocities” and Tools 

for Atrocity Prevention website, this report is meant to help people think through the range of potential options 

to help prevent mass atrocities. The project's main goal is to increase awareness of how tools deployed or 

developed by social media companies might reduce the risk of mass atrocities.  

  

Preventing genocide is of course difficult. We know from the Holocaust what can happen when early warning 

signs go unheeded and responses fall short. We aim for this report to serve as a tool and a resource for social 

media professionals, policy makers, practitioners, and others interested in prevention. We hope it helps them 

think through the actions that can make the greatest impact in saving lives. 

 

Naomi Kikoler  

Director, Simon-Skjodt Center for the Prevention of Genocide  

United States Holocaust Memorial Museum  

November 2024 

https://www.ushmm.org/m/pdfs/A_Strategic_Framework_for_Helping_Prevent_Mass_Atrocities_.pdf
https://preventiontools.ushmm.org/
https://preventiontools.ushmm.org/
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EXECUTIVE SUMMARY 
 

Much of the existing literature discussing social media focuses on how it might fuel or incite mass atrocities, 

drawing from experiences in contexts such as Sri Lanka and Burma. But there is significantly less awareness 

of how tools deployed or developed by social media companies might reduce the risk of mass violence and 

contribute constructively to atrocity prevention efforts.  

  

This report aims to address this gap by focusing on how social media tools can support two core atrocity 

prevention strategies:  

(1) protecting vulnerable civilian populations at risk of mass atrocities, and 

(2) degrading potential perpetrators’ capacity to commit mass atrocities.  

 

It provides a landscape assessment of the suite of social media product, policy, and operational interventions 

that may offer potential to support these strategies and articulates some of the associated limitations, risks, and 

important considerations when these tools are deployed.  

 

This report is primarily aimed at those inside social media companies with authority to develop or deploy tools 

in moments of heightened atrocity risk (which may include trust and safety professionals, human rights or 

crisis response teams, and senior leadership), as well as atrocity prevention experts and policy makers who 

may be able to encourage or incentivize the use of digital tools to support atrocity prevention. Select tools may 

also be of interest or use for humanitarian and civil society advocacy organizations that operate in atrocity risk 

settings. 

 

The objective of this report is to fill a gap by expanding the understanding of both policy makers and social 

media platform representatives about the available tools in the digital realm to support atrocity prevention 

efforts, to stimulate future research in this space, and to broaden our collective imaginations in designing 

modern atrocity prevention policy strategies that leverage digital tools and opportunities.  

 

This report is based on a series of semi-structured expert consultations, held under the Chatham House Rule of 

non-attribution, with more than 30 current and former representatives of social media companies, academics 

and practitioners specialized in technology and atrocity prevention, and members of at-risk communities who 

lent their experiences and insights to support this project.  

 

The report concludes that expanding the atrocity prevention toolbox to include digital tools and interventions 

offers an opportunity to develop more modern atrocity prevention strategies to meet the challenges of the 

moment.  

 

It identifies the following categories of interventions as offering potential to support civilian protection: 

 

• Protecting online privacy: tools or interventions aimed at restricting the visibility of digital content 

that may put civilians at risk in atrocity risk settings 

• Securing social media accounts: interventions aimed at protecting social media users against 

hacking, impersonation, and account takeover efforts 

• Surfacing crisis resources and credible information: interventions aimed at connecting social media 

users to crisis resources and/or amplifying credible information 

• Disseminating early-warning information: interventions that make use of social media to 

communicate warnings about atrocity risks 

• Enhancing communication and coordination capabilities: interventions that enhance civilians’ 

ability to communicate and coordinate in atrocity risk settings 
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This report also identifies the following categories of interventions as offering potential to degrade the 

capacity of atrocity perpetrators: 

 

• Preventing perpetrators from gaining a foothold of platforms at scale: interventions aimed at 

preventing perpetrators from setting up a large presence on social media platforms 

• Disrupting perpetrators from organizing and coordinating: interventions aimed at disrupting 

perpetrators from using social media to coordinate and organize the commission of violence 

• Limiting the presence or visibility of dangerous content in atrocity risk settings: interventions 

aimed at reducing the presence or visibility of potentially inflammatory digital content during periods 

of heightened atrocity risk 

• Contextualizing perpetrator content: interventions aimed at providing additional information or 

context around inflammatory digital content  

• Preventing perpetrators from mobilizing bystanders: interventions aimed at reducing the 

incentives for bystanders or third-party enablers to inadvertently contribute to narratives and 

ideologies being advanced by perpetrators 

• Implementing last resort or “break glass” measures: interventions that temporarily and 

intentionally degrade or disable social media features in moments of heightened atrocity risks 

 

For each of the preceding categories, this report sets out specific considerations and preliminary 

recommendations on how they might be developed and implemented. It also sets out the following as general 

recommendations to platforms seeking to constructively contribute to atrocity prevention efforts: 

 

• Platforms should invest in building internal atrocity prevention capacity and expertise. They should 

ensure they have a dedicated crisis response function that can define and categorize potential atrocity 

risk situations according to a principled risk assessment process and should develop clear protocols on 

when various interventions and policies will be deployed.      

• Platforms should invest in research and development on social media tools that hold potential to help 

prevent mass atrocities. The inventory of tools in this report offers a starting point for both deepening 

understanding of when and how different tools can address mass atrocity risks and expanding the 

range of available tools.  

• Platforms should invest heavily in local partnerships that can support awareness of atrocity risk 

dynamics. These relationships should be established well in advance of moments of crisis, and 

platforms should explore providing training on relevant product and policy interventions so they can 

be rolled out more effectively in at-risk communities. 

• Platforms should build their awareness on how their products are being used in atrocity risk settings to 

create a baseline for further assessment of risks and opportunities. 

• Platforms should localize all resources to ensure accessibility and ease of use for affected 

communities. Any tools or interventions developed for use by individuals in at-risk communities must 

be made available in the relevant local languages of affected populations. 

• Platforms should hold tabletop or scenario-based simulations to prepare for atrocity risk settings. 

• Platforms should preserve digital evidence of mass atrocities and, where appropriate, share 

information to assist in the investigation and prosecution of atrocity crimes. They should also clarify 

their policies on data preservation in atrocity risk and conflict settings, and consult with civil society 

organizations (and, where feasible, affected communities) to identify content relevant to international 

justice and accountability efforts. 

 

Finally, this report sets out recommendations to policy makers, urging them to assess both risks and 

opportunities to leverage the digital environment to address the risks of mass violence and to explore 

opportunities to incorporate social media tools and interventions into atrocity prevention strategies. 
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I. INTRODUCTION 

In the wake of staggering international inaction during the Rwandan genocide, Samantha Power wrote 

scathingly of the limited imaginations of policy makers. Political leaders, she wrote, framed the choice before 

them as “one between doing nothing and sending in the Marines.”1 This “all-or-nothing approach” to atrocity 

prevention, she argued, failed to capture the array of tools available to policy makers, who have a 

responsibility to “look at every tool in the toolbox” in the face of mass atrocities.2  

Today, there is broad acceptance of the concept of an atrocity prevention “toolbox,” offering a diverse range of 

options that can support atrocity prevention strategies.3 Indeed, the field of atrocity prevention has evolved 

significantly from the days when there was a perception that policy makers had only binary options of military 

intervention or inaction in the face of mass violence. The Simon-Skjodt Center for the Prevention of Genocide 

has observed that a “range of tools can be employed in both prevention and response including preventive 

diplomacy, peace messaging, condemnation, sanctions such as arms embargoes, travel bans and targeted 

economic sanctions, preventive deployment of peacekeepers or troops, accountability mechanisms, and, in rare 

instances, military intervention.”4 And as the Center has previously articulated, the concept of a toolbox 

remains a “powerful way to counter the misconception that policy makers’ choices when facing a mass 

atrocity crisis amount to acquiescence or forceful intervention.” 

Yet while military, diplomatic, and economic actions are widely accepted to be part of the atrocity prevention 

toolbox, relatively little is known about tools in the domain of social media. Much of the existing literature 

discussing social media focuses on how it might fuel mass atrocities, drawing from experiences in contexts 

such as Sri Lanka and Burma. But there is significantly less awareness of how social media tools might reduce 

the risk of mass violence and constructively contribute to atrocity prevention efforts.5 

This report focuses on how social media tools might support two core atrocity prevention strategies: (1) 

protecting vulnerable civilian populations at risk of mass atrocities, and (2) degrading potential perpetrators’ 

capacity to commit mass atrocities. It provides a landscape assessment of the suite of social media product, 

policy, and operational interventions that may offer potential to support these strategies, and articulates some 

of the associated limitations, risks, and trade-offs when these tools are deployed.  

 

Although the tools referenced in this report are primarily in the hands of social media platforms, greater 

awareness of their existence and potential impact can support both those inside and outside social media 

companies. Teams focused on human rights, trust and safety, and crisis response may benefit from a greater 

understanding of how the tools and interventions at their disposal may map onto atrocity prevention strategies, 

and how they can be developed with greater intentionality and preventive impact. In turn, policy makers 

focused on designing atrocity prevention initiatives in a given context may be able to encourage or incentivize 

the use of digital tools to support atrocity prevention, to engage in partnerships related to their deployment, or 

to factor in the possibility of their use as part of broader prevention strategies. As a result, this report is aimed 

at both those inside social media companies with authority to develop or deploy tools in moments of 

heightened atrocity risk (which may include trust and safety professionals, human rights or crisis response 

teams) and atrocity prevention experts and policy makers.  

 

These new tools and interventions warrant consideration and study. For too long, many of these tools—their 

existence, their impact, and their consequences—may have been the subject of internal research by social 

media companies but were rarely discussed outside the walls of private sector actors. This has meant that the 
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formal participation of the atrocity prevention community (experts, practitioners, and at-risk communities) in 

the development and deployment of these tools is sorely needed. The community’s expertise is essential, too, 

to the work of critically assessing the impact of these tools in atrocity risk settings where they have been tested 

and deployed. As a result, part of the objective of this report is to bridge two distinct areas of expertise. 

 

This report’s goal is for both social media representatives and policy makers to come away with a better 

understanding of what social media tools have been tried in the field by platforms to date, a preliminary sense 

of which tools are viewed as offering potential to support meaningful prevention efforts, and an understanding 

of the theory of change for that tool or intervention. Where relevant, this report has also articulated some of the 

core considerations, limitations, and risks that should be taken into account when designing or deploying each 

tool, based on its use to date. The recommendations section at the end of this report provides a summary table 

of tools referenced, along with theories of change, core considerations, and examples.  

 

Given that all of the tools referenced in this report require further research—including on their potential 

unintended consequences—the objective is not to conclusively recommend the use of specific tools at this 

juncture. Rather, the objective is to conduct a preliminary assessment of potential interventions, map them 

against atrocity prevention strategies, and clarify a possible theory of change through which these 

interventions may be able to contribute to prevention efforts. More broadly, the objective of this report is to 

expand the understanding of both policy makers and social media platform representatives about the available 

tools in the digital realm to support atrocity prevention efforts, to stimulate future research in this space, and to 

broaden our collective imagination in designing modern atrocity prevention policy strategies that leverage 

digital tools and opportunities.  

II. THE RELATIONSHIP BETWEEN SOCIAL MEDIA AND MASS 
ATROCITIES  

Although this report focuses on opportunities to leverage social media tools in support of atrocity prevention, 

it must be contextualized against what is understood about the broader relationship between social media and 

mass atrocities. To date, that relationship has been marked by a series of high-profile examples in which 

dynamics on social media have seemingly contributed to inciting or fueling mass violence, including in 

contexts such as Sri Lanka, Burma, and Ethiopia.6 

As examined in a prior report by the Simon-Skjodt Center, existing literature identifies two primary risk 

factors that social media may influence.7 First, social media may contribute to the presence of violent conflict 

or large-scale instability by promoting polarization, coordinating protest and/or rebellion, or enabling 

repression, including through tools for surveillance. Second, social media may contribute to the presence of 

exclusionary ideologies, including by normalizing violence through spreading myths or encouraging the use of 

hate speech, or by inciting and encouraging participation in violence. These themes were examined further 

during a series of interdisciplinary seminars convened by the Simon-Skjodt Center in early 2023 that brought 

together scholars, practitioners, policy makers, and social media company representatives for discussions on 

the relationship between social media and mass atrocities.   

Existing research also links social media to radicalization and persuasion, as well as to inciting dangerous 

behavior.8 In addition, misinformation on social media may not only contribute to the vulnerability of at-risk 

groups, but also may foster a state of “epistemic insecurity,” in which charges of bias and conspiracy theories 
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can undermine facts and evidence, presenting particular risk in fragile communities.9 Further, as articulated in 

a recent policy brief by the Global Centre for the Responsibility to Protect, “the explosive growth of social 

media and digital messaging platforms have accelerated and contributed to the detrimental effects of 

information silos and disinformation and are increasingly used to contradict, distort or entirely deny past and 

ongoing atrocities or spread hateful messages that may influence or incite offline violence.”10 

This report looks at the different but related question of whether social media might also offer opportunities to 

support atrocity prevention. Participants in the 2023 Sudikoff Seminar raised the need for social media 

companies to act preventively, urging them to make greater investments in identifying and assessing atrocity 

risks before the onset of violence. They also suggested exploring opportunities to promote content that might 

de-escalate conflicts, to bridge the gap between social media companies and at-risk communities, and to 

strengthen responsible product design. This report explores several of these themes.  

 

An emerging body of work focuses on the use of social media to support the prevention of violence.11 Some of 

these initiatives build on pioneering efforts to make use of other forms of digital technology, such as the Eyes 

on Darfur campaign, which used satellite imagery, or the 2008 Ushahidi platform in Kenya and the 2009 Voix 

des Kivus project in the Democratic Republic of the Congo, both of which leveraged information submitted 

via text message.12 More recent initiatives have explored how social media can provide information about 

emerging risks, which can similarly inform early-warning and prevention initiatives.13 Other initiatives seek to 

make use of social media for peacebuilding, or to counter misinformation and disinformation.14 

 

At the same time, the literature cautions against a sense of “techno-utopianism” around the use of digital 

technologies to support atrocity prevention and response.15 While social media can help sustain public 

attention on mass atrocities, experts have flagged a series of limitations with overreliance on social media in 

early-warning initiatives.16 Experts also lament the “missing conversations about trade-offs before tech 

deployment” and the risk of unintended adverse consequences related to the use of technology interventions in 

atrocity risk contexts.17 Possible risks and unintended consequences of the tools discussed in this report have 

been articulated, but, as will be discussed, these interventions require more research before they are deployed 

in a given atrocity risk setting. Although in some cases, social media companies have led their own internal 

research on applicable interventions and tools, public-facing research on some of the interventions referenced 

in this report is scarce. This report should be considered an invitation for further study rather than a series of 

recommendations for specific tools. 

III. DEFINING THE DIGITAL TOOLBOX 

The existing atrocity prevention toolbox comprises several categories of tools. These include (1) diplomatic 

tools, such as mediation, naming and shaming, or public diplomacy; (2) informational tools, such as fact-

finding or support for civilian self-protection; (3) economic tools, such as development assistance, investment 

incentives, or economic sanctions; (4) legal tools, such as protections for refugees, official amnesties, or 

prosecutions; and (5) military tools, such as arms embargoes, peace operations, or military intervention.18 This 

report explores a sixth category: digital tools, or interventions available in the online information environment 

that can contribute to atrocity prevention strategies, either independently or in combination with other 

interventions.19 
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The focus in this report is on social media rather than on other forms of digital technology. Although the 

parameters of this report did not prescribe a fixed definition of social media for purposes of the consultations, 

the term “social media” is used in this report to refer to digital platforms on which users generate and interact 

with information in textual, audio, visual, or hybrid formats. As set out in the Background Paper for the 

Simon-Skjodt Center’s 2023 Sudikoff Seminar, two fundamental characteristics are used to distinguish social 

media from other communication channels: (1) the concept of user-generated content to distinguish social 

media from legacy media and (2) the opportunity afforded by social media platforms to enable user 

communication and interaction.20 

 

As noted previously, this report provides a landscape assessment of social media interventions or “tools” to 

support atrocity prevention. Tools, however, are types of actions, whereas strategies are ways in which a set of 

actions help achieve a stated goal.21 Like any tools, social media interventions should be deployed pursuant to 

atrocity prevention strategies, so that response efforts are not “scattershot collections of discrete actions,” but 

rather include a holistic assessment of how a set of actions will yield impact, as well as which tools should be 

used together.22 

 

As a result, this report focuses on social media tools or interventions that can support two core atrocity 

prevention strategies, building on the Simon-Skjodt Center’s previous work articulating general strategies for 

atrocity prevention.23 The first is protecting vulnerable civilian populations, and the second is degrading 

perpetrator capacity to commit mass atrocities. These strategies have been selected for a few reasons. First, 

social media may offer unique opportunities to communicate with and protect vulnerable communities, many 

of which are today often highly reliant on the digital information space in crisis and conflict settings. Second, 

experience has shown that potential perpetrators of mass violence have appeared to use social media as a 

critical resource for organizing, coordinating, and inciting mass atrocities—indicating social media’s relevance 

for those exploring opportunities to degrade perpetrator capabilities. Although overlap exists between 

interventions identified to support each strategy, each strategy presents distinct analytical considerations and 

objectives. In both cases, this report’s primary focus was on downstream interventions that could support 

prevention efforts in moments of acute risk. While future research may present the opportunity to assess social 

media tools that can support other atrocity prevention strategies, such as dissuading potential perpetrators, 

these are outside of the scope of this report. 

 

This report is based on a series of expert consultations, held under the Chatham House Rule of non-attribution, 

with current and former representatives of social media companies, academics and practitioners specialized in 

technology and atrocity prevention, and select members of at-risk communities who lent their expertise and 

insights to this project. Following a review of existing literature on the intersection of social media and atrocity 

prevention, the study team conducted a series of semi-structured interviews focused on two core issues: (1) 

How might social media contribute to civilian protection efforts? and (2) How might social media support 

efforts to reduce the capacity of potential perpetrators to commit atrocities? The team sought to understand 

the specific tools or interventions that might be deployed to support either strategy, as well as relevant risks, 

tradeoffs, and considerations. Because of the volume of interventions identified in the consultations, they have 

been aggregated and categorized according to their intended objective.  

 

This report focuses not only on tools or interventions available to social media companies, but also on social 

media tools available to those outside companies, including but not limited to community leaders, civil society 

organizations, and human rights defenders, who may be able to leverage the digital environment for prevention 
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efforts. Thus, while most of the tools identified are within the control of social media companies, others are 

available to a broader range of stakeholders.  

IV. ALIGNING DIGITAL TOOLS WITH PREVENTION STRATEGIES 

Research on the efficacy of these interventions—both individually and in combination with other tools—is 

vital. This can help identify not only which tools offer greatest potential, but also what unintended 

consequences arise when they are deployed. At the same time, all atrocity prevention tools carry risks and 

require thoughtful implementation and assessment of impact.  

 

In addition, digital risks do not operate on a simple spectrum of magnitude. They differ not only in scale but 

also in form. The Simon-Skjodt Center’s research “underscores that the effectiveness of atrocity prevention 

tools depends largely on factors related to the context in which the tool is used and the manner in which the 

tool is designed and implemented.”24 During these consultations, interviewees described how a range of socio-

political contexts present varied risk profiles related to the digital environment. For example, highly 

authoritarian regimes may use the information space to unilaterally impose a top-down version of the truth, 

while in other contexts, a regime’s objective may be not to impose truth, but to breed cynicism and division. 

Important distinctions may also exist between the risk profiles of authoritarian states with weak capacity and 

sophistication in digital spaces and those with sophisticated surveillance and cyber capabilities, presenting 

different considerations when deploying the same tools and interventions. Interviewees suggested that 

classifying contexts for their digital risk profiles could support efforts to inform the range and combination of 

appropriate digital tools to support atrocity prevention strategies. 

 

Tools and interventions in the digital space are not deployed in isolation. They operate in ways that can 

interact with, undermine, or complement traditional economic, military, legal, and diplomatic atrocity 

prevention tools—as well as one another. Depending on the context, it may be necessary to consider a 

combination of digital tools that might be paired or sequenced with other, offline interventions to support a 

selected atrocity prevention strategy. 

 

It is also necessary to keep in mind the limitations and inherent biases that may come into play when 

communities consider the use of social media tools and interventions to prevent atrocities. Most of the social 

media platforms discussed in this report are based in the United States, and tools developed to date may have 

had little input from those in at-risk communities around the world. In addition, vulnerable and marginalized 

groups face disproportionate risks when navigating the digital environment, including heightened risks of 

severe abuse and harassment. Moreover, levels of digital literacy can differ across gender, race, linguistic 

background, and other facets of individual identity. Those differences may meaningfully affect the 

accessibility and risks associated with the interventions and tools discussed in this report.  

 

Further, social media interventions must be carefully timed and sequenced to have impact in an atrocity risk 

setting. Deploying digital interventions in the middle of a crisis is less likely to be effective and may set in 

motion unintended consequences; instead, social media interventions need to be developed and tested well in 

advance, so that members of vulnerable communities have an understanding of the range of tools available to 

them. The interventions should also be carefully calibrated to the circumstances and may be usefully paired or 

deployed in sequence with other tools in the atrocity prevention toolbox. As discussed later in this report, all 
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interventions explored in this report should be accompanied by a clear road map for implementation and 

outreach, incorporating insights from those familiar with conflict zones and their dynamics.   

V. THE DIGITAL TOOLBOX AND CIVILIAN PROTECTION 

This section describes the landscape of tools and interventions discussed by interviewees that aim to support 

the protection of vulnerable civilian populations, as well as some of the benefits, risks, and trade-offs these 

tools may present. The tools may offer civilian protection by denying potential perpetrators the opportunity to 

attack a civilian population, by increasing civilians’ capacity to defend themselves, and/or by mitigating harm 

to civilian populations, such as by helping them avoid or withstand attacks.25 

A. Interventions Focused on Civilian Privacy and Visibility 

 

Interventions Focused on Civilian Privacy and Visibility  

Description Tools or interventions aimed at restricting the visibility of digital content that may 

put civilians at risk in atrocity risk settings 

Theory of Change If digital content could be used to target civilians, restricting the visibility of that 

content can contribute to civilian protection. 

Examples ● Using features such as Facebook’s “locked profile,” which limits the ability 

to view various elements of a person’s social media account, or similar 

interventions to limit the ability to view a user’s affiliations or friends lists 

● Obscuring users’ previously shared location information 

● Reviewing features to which users may be added without their consent that 

could make them more readily visible to perpetrators 

● Creating channels for users’ social media accounts to be secured or locked 

down in case of detention or arrest 

● Proactively sharing instructions on the deletion or deactivation of social 

media accounts 

 
During the Holocaust, thousands of Jews survived by hiding in plain sight—by changing their names, refusing 

to wear the compulsory Star of David, and taking great lengths to obscure their identity.26 Today, persecuted 

minorities around the world continue to hide their identities in periods of surging hate, in an attempt to evade 

persecution and ensure their safety.27 The ability to conceal elements of identity that may put individuals at 

risk must similarly make the leap into the digital environment. 

 

In moments of heightened atrocity risk, ensuring the privacy of information about civilians, particularly 

pertaining to their identities and affiliations, can be a matter of life and death. This is not only limited to 

information that is classically understood to be sensitive, such as one’s home address or immigration status, 

but also can include information that may be commonly shared in safer contexts, but which may suddenly 
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place someone at risk as atrocity risk factors emerge—

such as someone’s place of employment, political 

affiliation, or friend network. Perhaps the most precarious 

situations arise when information that civilians once felt 

comfortable openly sharing about themselves in the 

digital environment is unexpectedly accessed and abused 

by potential perpetrators, opening civilians up to targeting 

and potential harm.28  

 

In the digital environment, personal profiles and digital histories can be weaponized to target civilians but are 

often not the first thing people remember to secure in a moment of risk. Throughout consultations for this 

report, interviewees referenced the importance of interventions focused on ensuring the privacy of civilians in 

atrocity risk settings. They urged platforms to develop and deploy social media tools and interventions aimed 

at restricting the visibility of digital content that may put civilians at risk in atrocity risk settings. The core 

theory of change for this set of interventions is that where digital content is at risk of being weaponized to 

target civilians, restricting the visibility or accessibility of individuals’ digital information can contribute to 

civilian protection.  

 

Perhaps the leading example of this kind of intervention is ‘locked profile,’ a feature Facebook has made 

available in several contexts amid heightened risks of violence. According to Meta, when someone chooses to 

lock their profile, only their friends—and not other users—have the ability to view several aspects of their 

profile, such as their photos and posts, their full-size profile picture, or their Stories.29 Interviewees explained 

that the product, which was informed by feedback from activists, journalists, and civil society groups, was 

intended to provide a streamlined option for people to lock down their profile in a single click, rather than 

trying to navigate a range of privacy settings in the midst of an active crisis. Its objective was to make it more 

difficult for someone to use open-source tools to gather information about individuals, particularly during 

dangerous periods, when it may be unrealistic to expect social media users to understand and adjust a number 

of individual privacy settings.  

 

Facebook has offered its locked profile feature to users in Bangladesh and India, particularly to support 

women facing harassment on the platform, and in Burma in 2021, as anti-coup protests railed against military 

rule in the country.30 The company also deployed the feature during the Taliban takeover of Afghanistan, amid 

fears that the Taliban would weaponize information available on social media to target individuals and in 

response to emerging reports that people were deleting content from their social media profiles that could link 

them to Western organizations or affiliations with the former Afghan government.31 The feature was also 

offered in the context of the Russian invasion of Ukraine.32 

“When they started to look into 

me, they were able to find my 

family members very quickly.”  

- Afghan activist, on the risks associated with using 

social media 
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In August 2021, Meta launched 'locked profile' in Afghanistan, enabling users to quickly lock down their social media accounts. Nathaniel Gleicher, 

Facebook's Head of Security Policy, posted about the feature on Twitter (now X). Twitter account of Nathaniel Gleicher 

 
Similar interventions may assist in obscuring an individual’s relationships or connections on social media 

platforms. For example, in Afghanistan and Ukraine, Meta paired its locked profile feature with an 

intervention that proactively removes users’ ability to view and search an individual’s list of friends on 

Facebook, to protect them from those who would target individuals based on their networks.33 It also 

proactively hid information about individuals’ followers (and who those individuals are following) on 

Instagram in Ukraine and Russia.34  Interviewees referenced similar efforts at other platforms, where features 

that might give away individuals’ allegiances or affiliations were reviewed or temporarily disabled. X 

(formerly Twitter), for example, has a feature called “Lists,” which allows users to compile curated lists of 

other users’ accounts, organizing those one may want to follow according to topic or issue.35 While this feature 

can help users identify lists of accounts that may offer information on a certain issue (such as journalists, 

subject matter experts, or those sharing resources in a crisis), one may also be added to a List without 

consent—opening up potential for abuse. Being involuntarily added to a List was described by one interviewee 

as akin to placing a bull’s-eye on an individual’s account, opening floodgates for that individual to be harassed 

or targeted.36 Interventions that change the way involuntary features like Lists operate may support efforts to 

protect civilians from being readily identified by perpetrators in digital spaces.37 

 

In other instances, privacy interventions can help obscure location information that an individual may have 

previously shared in a safer context, but which may now put them in danger. Those deploying these 

interventions, however, must tread carefully, as location data may also be intentionally shared in atrocity risk 

settings to identify the location of loved ones, humanitarian aid, or evacuation routes.38 Where platform 

features are used to support civilian protection and can be abused simultaneously to target civilians, platforms 
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must carefully consider the effects and unintended consequences of disabling or limiting the use of those 

features.39 

 
At times, it may also be necessary for individuals—particularly members of vulnerable groups—to temporarily 

deactivate or delete their social media accounts entirely. In the context of the invasion of Ukraine, for example, 

Twitter shared information about how to deactivate individual accounts, noting that when using the platform 

“in conflict zones or other high-risk areas, it’s important to be aware of how to control your account and digital 

information.”40 While this information is generally available, making sure that it is readily accessible and 

understandable (including in local languages) in periods of heightened risk may support civilian protection by 

preventing people from being targeted as a result of their social media profiles. 

 

Unique challenges, however, arise when individuals are detained, arrested, or otherwise unable to access their 

accounts, yet information on their social media profiles puts them at risk. In Iran, for example, reports describe 

authorities accessing the social media accounts of detained individuals to identify the networks of activists 

with whom detainees are in touch.41 To address these risks, interviewees referenced the importance of features 

or policies that enable delegated account access, allowing family members or trusted organizations to lock 

down the accounts of arrested or detained individuals when they cannot do so themselves, thereby making 

information on their social media profiles no longer visible to authorities or potential perpetrators. Consent for 

another user or organization to have delegated access to an individual’s social media account, however, 

typically needs to be given in advance, a limitation for those who may not anticipate their arrest or detention. 

In addition, according to interviewees, requests to protect the accounts of detained users are typically handled 

on an individual basis by platform staff and can run into capacity constraints from teams unable to respond to 

requests around the clock in emergency settings. Interviewees emphasized the need for private channels 

allowing human rights defenders to flag that an individual has been detained and that the relevant account 

should be locked down until it is established that the individual is no longer at risk.42 

 

While interviewees broadly agreed on the importance of privacy interventions, they also emphasized that 

“context matters enormously.” Interventions aimed at restricting the visibility of civilian information may be 

most valuable in contexts where individuals are at risk of being targeted on the basis of their affiliations or 

speech. The archetypal example would be a setting such as Afghanistan during the 2021 Taliban takeover, 

where an individual’s allegiances or affiliations may not be immediately obvious but where information could 

be readily gleaned through the individual’s social media presence. Khalida Popal, Afghanistan’s former 

women’s soccer captain, for example, urged Afghan women at the time to “take down their names, remove 

their identities, take down their photos, for their safety,” noting that obscuring identity was at once essential 

but also “painful for me, as an activist and someone who stood up to achieve and earn that identity.”43  

 

By contrast, interviewees underscored that these interventions may be less useful in settings where the 

identifying characteristic that makes an individual a target cannot be readily concealed. In situations where 

individuals are targeted on the basis of their ethnicity or religion, for example, they may be at risk in ways that 

privacy interventions cannot readily obscure, such as on the basis of surnames in a context where names may 

indicate an individual’s ethnic group. In these settings, the ability to have a fully pseudonymous account may 

be more useful in protecting individual privacy. In addition, in contexts where perpetrators possess 

sophisticated technological and surveillance resources, interviewees warned that it may be difficult to persuade 

civilians that privacy tools are sufficient to thwart perpetrators’ ability to obtain their private information.  
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Other interviewees felt that existing privacy interventions did not go far enough, noting that the bios of social 

media users often remain public even for those who choose to obscure other elements of their online profiles. 

Visible information may continue to show an individual’s area of work, title, or organizational affiliation, each 

of which can potentially put them at risk in certain contexts, such as in Taliban-controlled Afghanistan. In 

other instances, interviewees called for greater control over what elements of their profiles would be obscured, 

noting that human rights activists may want to remain public while obscuring their family or friend 

connections from potential perpetrators. They emphasized the importance of tools that enable users to view 

their profile from the perspective of a stranger, so that they can make adjustments as necessary. 

 

Interviewees also described the importance of communicating these features to vulnerable populations, noting 

that some companies have developed useful tools that affected communities do not know about. At the same 

time, interviewees emphasized the need to ensure that the communications about these tools do not 

overpromise to people who are at risk, and that they clearly articulate the limitations of what is being offered.  

 

Decisions relating to these features may present tensions between proactively protecting individual privacy 

and offering individual agency concerning what people may want to share on social media. Although personal 

information available on social media platforms may put people at risk, their digital presence may 

simultaneously be enabling essential coordination and information sharing. When elements of an individual’s 

profile are locked down or made less visible, for example, making connections may become more difficult for 

them, which may be in tension with other needs in a moment of crisis, such as trying to access resources or 

locate other members of their community. Interviewees expressed particular concern about platforms 

removing features for vulnerable individuals who may not have had an opportunity to provide input.  

 

Interviewees at social media companies expressed the need for guidance as to when they should deploy 

privacy interventions to support atrocity prevention, while others called for greater clarity from social media 

platforms on the criteria they use for activating those features.44 Given the trade-offs inherent in privacy 

features, some felt that all users might benefit from having greater agency to hide or obscure their digital 

information, rather than making these features available only in select settings. At the same time, platforms 

must often make difficult decisions about whether certain information should be made public or private as a 

default, taking into consideration those who cannot access their accounts to make a needed change, who do not 

know the tools available to them, or who are preoccupied with more pressing physical security concerns.  

 

It was also suggested that interventions aimed at restricting visibility be complemented with digital literacy 

initiatives so that people could make more informed choices about what to share, as well as available privacy 

settings and tools. Others, however, noted that digital literacy and security tools largely place the burden back 

on civilians. Interviewees emphasized the need for these interventions to be easy for people to use, noting the 

challenges in communicating with crisis-affected populations. 

 

Other possible privacy features referenced during consultations included “app cloaking,” which disguises the 

icons for social media apps in case an individual’s phone is confiscated, as with Grindr’s Discreet App Icon 

feature.45 Interviewees also suggested giving users the option to set up dummy profiles, so that they would 

have the option to show a less dangerous version of their true social media profile to potential perpetrators if 

detained or arrested. Another idea referenced was the creation of a “panic button,” a feature that has been long 

requested by civil society groups in various contexts.46 This type of feature could rapidly delete a user’s digital 

history or direct users to external resources if activated.47  
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More generally, interviewees urged social media companies to think about privacy broadly in atrocity risk 

settings and to avoid overly narrow definitions of what constitutes private information, referencing the 

“mosaic effect” of information.48 Interviewees noted that, while protecting vulnerable civilian populations is 

an atrocity prevention strategy in its own right, protecting individual privacy can also be an effective means of 

degrading perpetrator capacity, given how perpetrators can target individuals through information on social 

media. They also recommended that personally identifiable information be tightly protected, particularly 

against requests by governments that may use that data to target civilians.  

Core guidance and recommendations: 

• Platforms should explore interventions to proactively restrict the visibility of digital information that 

could be used to target civilians in atrocity risk contexts, such as their affiliations or location history.  

• Privacy interventions aimed at protecting civilians should be carefully balanced against civilians’ 

potential interests in sharing information in atrocity risk settings. Wherever feasible, civilians should 

be afforded agency over their digital presence. 

• Platforms should carefully review features through which civilians’ digital information may be visible 

without their consent, or where they may not realize they gave prior consent.  

• Platforms should ensure that vulnerable civilian populations can readily understand how to 

temporarily deactivate or delete their social media accounts should they deem it necessary for their 

protection. 

• Platforms should communicate the available privacy tools to vulnerable populations in advance of 

crises and should clearly articulate relevant limitations, to avoid overpromising to people who are at 

risk. 

B. Interventions Focused on Account Security 

 

Interventions Focused on Securing Online Accounts 

Description Interventions aimed at protecting social media users against hacking, impersonation, 

and account takeover efforts 
Theory of Change Civilian protection includes ensuring that civilians’ digital information cannot be 

obtained and used to target them through hacking and impersonation campaigns. This 

can in turn protect others who may be misled by hacked and impersonated accounts. 
Examples • Account security push notifications, deployed in Ukraine 

• End-to-end encryption channels 

 

In the weeks that followed Hamas’ devastating attack on Israel of October 7, 2023, the International 

Committee of the Red Cross (ICRC) released the following statement: “We are aware that some individuals 

are impersonating the ICRC and asking for personal information from families of the hostages and missing 

people. Please note that we are not currently contacting families over the phone to ask for personal 

information or photos. Also, we do not call families using messaging apps.”49 
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Social media platforms offer new vectors for sensitive 

individual information to be compromised and for 

people to be misled, with grave consequences. 

Information that can be accessed through hacking or 

impersonation campaigns can be used to target people 

or to further the commission of violence. In the context 

of Afghanistan, for example, a consultation interviewee 

recalled the Taliban’s impersonation of aid workers to 

request sensitive information from civilians, under the 

auspices of helping them evacuate from the country. 

This information was then reportedly used to kidnap 

and retaliate against targets. 

 

According to interviewees, hacking efforts may be 

particularly prevalent in crisis settings, where people may be displaced from their belongings or devices, 

leaving them exposed if perpetrators acquire their possessions. Perpetrators who hack civilians’ social media 

accounts may be able to obtain sensitive information from messaging history, friend lists, and other digital 

information that can expose civilians to further targeting and retaliation.  
 

Relevant interventions referenced by interviewees 

included the use of push notifications that prompt 

users in high-risk settings to secure their social 

media accounts. In the midst of the Russian invasion 

of Ukraine, for example, some social media 

platforms pushed out account security information to 

users in the region, outlining steps they could take to 

protect their accounts. This intervention may be 

particularly important for highly vulnerable and 

particularly authoritative accounts in a crisis or 

atrocity risk setting. Other interviewees, however, 

felt investing in account security should be “business 

as usual,” across contexts.  
 

Interviewees also referenced longstanding debates 

related to the end-to-end encryption (or E2EE) of 

messaging features on social media, as a way to 

guard against hacking campaigns. E2EE scrambles 

messages such that they can only be deciphered by 

the sender and intended recipient, preventing third 

parties—including social media companies 

themselves—from viewing messages.50 Some 

interviewees emphasized the importance of E2EE of 

messaging features as a matter of default for safety 

reasons, and as a safer way for affected communities to 

“When you lose your bank card, 

you can suspend your account. 

Social media is a lot more 

valuable because you have a lot 

more information in there—

your friends, family, and 

colleagues—you should be able 

to take control of it.”  

- Afghan activist 

In February 2022, around the invasion of Ukraine, Twitter shared 

guidance on account security when using the platform in conflict 
zones, including on how to delete or deactivate accounts if 

necessary. Twitter, accessed via Wayback Machine. 
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document atrocities. Others noted that encryption limits investigative teams’ ability to study and address 

dangerous content being shared on messaging surfaces.  

Core guidance and recommendations: 

• Platforms should ensure they put in place and stringently enforce policies prohibiting account 

impersonation in atrocity risk settings. 

• Platforms should explore opportunities to proactively communicate information to civilians about how 

to best secure their online accounts, such as through push notifications or prompts. 

• Platforms should clearly communicate their policies around the use of encrypted or unencrypted 

features, so that users readily understand the security of the tools they use in atrocity risk settings. 

C. Interventions Focused on Surfacing Crisis Resources and Credible Information 

 

Interventions Focused on Surfacing Crisis Resources and Credible Information  

Description Tools or interventions aimed at connecting social media users to crisis resources 

and/or credible information  
Theory of Change Ensuring that civilians are able to access information about crisis resources can 

enable vulnerable civilian populations to obtain lifesaving information and coordinate 

actions to protect themselves in moments of crisis.  

OR 

Ensuring that civilians are able to access reliable information about evolving 

developments can prevent misinformation or disinformation from inciting violence. 
Examples • Creating centralized landing pages or information hubs that compile 

authoritative information in atrocity risk settings 

• Modifying approaches to ranking and amplifying information to align with 

needs in atrocity risk settings 

• Amplifying content from credible accounts, such as reliable media or civil 

society organizations 

• Providing ad credits to credible local organizations  

• Making use of push or pop-up notifications or “nudges” to direct people to 

important resources or news items 

 

Among the most powerful opportunities afforded by social media in atrocity risk settings is the ability to 

connect vulnerable civilian populations with crisis resources, including credible information. Interviewees 

expressed significant interest in this category of interventions, which can include both platforms’ general 

approaches to ranking content and specific efforts to connect individuals with information to support their 

protection.51 Enabling access to crisis resources, such as information about evacuation routes or humanitarian 

aid, can contribute to the protection of vulnerable civilian populations by helping them withstand or avoid 

attacks. In addition, surfacing reliable information about evolving developments in atrocity risk contexts may 

support self-protection efforts or help prevent misinformation or disinformation from inciting violence. 

Interviewees in this report’s consultations emphasized the importance of social media for the real-time 
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dissemination of information in crisis settings, noting 

that, although traditional avenues exist for sharing this 

information, social media offers opportunities to direct 

people more quickly toward “what they need to know, 

where they need to go, and who can help people get 

what they need.”52 These opportunities may be 

particularly important in locations with limited 

independent media, such as authoritarian contexts 

where journalists lack the freedom to openly report on 

atrocities or emerging risks. 

 

In atrocity risk settings, interviewees stressed that social media platforms’ approaches to the ranking and 

integrity of information take on heightened importance. These settings may warrant review of the way social 

media platforms rank and surface information, to ensure that they align with local needs and concerns. For 

example, interviewees called on platforms to identify indicators of more reliable information and to use them 

to ensure that more authoritative information is surfaced to users over less credible information. While 

modifications may be helpful generally, they may offer particular benefit in atrocity risk contexts, where, for 

instance, civilians need to readily access statements put out by humanitarian agencies, peacekeeping missions, 

and local leaders and filter more authoritative communications from rumors and hearsay. In discussing how 

this might be operationalized, some interviewees called for platforms to prioritize content based on external 

indicators of quality or credibility rather than on “user engagement,” with the aim of privileging more 

authoritative information on timelines or user feeds over information that may be less trustworthy. This may 

include, for example, bringing content from credible journalists and news organizations to the top of a user’s 

feed in an atrocity risk setting. 

 

Interviewee views differed on the most valuable approaches to ranking information in atrocity risk settings, 

including whether a chronological or nonchronological content feed would better surface important 

information for civilian protection. Some interviewees noted that under schemes that de-prioritize chronology 

(in other words, schemes that rank information in a nonchronological fashion, such as by how much users are 

engaging with it), more recent posts can be buried, which could adversely affect users needing time-sensitive 

information about quickly changing events on the ground. Others observed that chronological feeds benefit 

people churning out high volumes of posts (by putting their content at the top of news feeds solely due to 

recency), which can inadvertently privilege recent but inaccurate information, or misinformation campaigns 

that generate high volumes of low-quality information. Other interviewees suggested enabling social media 

users to toggle back and forth between chronological and nonchronological content feeds, to ensure they could 

access information important to their needs and protection.53 This issue may particularly warrant further 

research, with attention to the unique needs of people in atrocity risk settings. 

 

Other interventions may be aimed at intentionally directing users to specific credible information or resources 

that could support their protection, though how well-placed social media companies are to identify the most 

useful content remains an open question. Interviewees suggested that, with relevant partnerships in place, this 

could be done through push or pop-up notifications or by developing “nudges” asking people if they need help 

or support. Platforms also could redirect users who search for certain terms to relevant resources, a tactic 

which has previously been used in the context of natural disasters and to counteract Holocaust denial.54 

Interviewees noted, however, that in some settings, redirects “can be stressful,” in that they take users away 

“Throughout the history of 

social media, it has been 

deployed as a way to share 

information rapidly in moments 

of crisis to allow people to take 

action where they are.”  

- Trust and safety practitioner  
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from primary sources at a moment when they may be trying to access information. Interviewees also expressed 

concern about how quickly a redirect would be modified to respond to changing events in the context of 

evolving developments.  

 

This category of interventions could also take the form of amplifying credible accounts, such as those of 

reliable media, civil society organizations, or in some settings, state accounts.55 Interviewees also noted that 

amplifying select accounts can be problematic, either because of the content those accounts ultimately post or 

because the way they may be perceived on the ground may differ from how they are viewed by decision 

makers at social media companies. Even content from reputable humanitarian organizations, one interviewee 

noted, can be received poorly by local populations that may feel such organizations should be doing more in a 

given setting. 

 

Humanitarian or civil society organizations themselves can make use of social media opportunities to surface 

important information for civilian protection. The Signpost project, for example, leverages social media 

channels to provide critical, accurate information to vulnerable civilian groups, adapted to suit local contexts 

and needs.56 Relatedly, interviewees referenced that platforms have occasionally granted ad credits to credible 

organizations in crisis settings, to enable them to push information themselves to users free of charge. 

Interviewees emphasized, however, that ad credits should ideally be paired with support and resources to help 

organizations leverage the social media space effectively, noting that civil society groups may lack not only 

money to promote critical information, but also the resources to create useful content in the first place. 

 

Some platforms have also attempted to develop or fund the creation of centralized landing pages or resource 

centers that compile authoritative information in moments of risk. Amid rising tensions between Israelis and 

Palestinians in 2022, for example, Twitter used its Moments feature to develop and aggregate credible news 

articles related to ongoing air strikes.57 In other instances, it collaborated with the Associated Press and 

Reuters to create user prompts that linked to digital public service announcements aimed at elevating credible 

information in crisis settings.58 These information hubs or landing pages, however, are difficult and resource-

intensive to keep current, interviewees warned. Credible sources are difficult to identify and vet in real time 

and can change quickly, rendering interventions “fraught with risks”—both for the company and for 

vulnerable individuals being served information. To mitigate these concerns, interviewees recommended that 

these pages or hubs be “owned” by external groups, such as humanitarian or protection organizations, and that 

platforms enable those organizations to update information directly. 

 

Several considerations are relevant when adapting these interventions to atrocity risk contexts. As one 

participant articulated, “There’s going to be a lot of information that’s unverified but is important to keeping 

people safe, and social media plays an essential part in that information circulating.” As a result, platforms 

need to develop principled approaches for how they will identify credible and useful information for civilian 

protection and under what circumstances it will be amplified. Interviewees also emphasized the importance of 

considering the timing of these interventions, noting that information and credibility change over time. In 

addition, choosing to point users to particular information can be seen as taking a perspective on it. As one 

participant put it, getting these interventions right is “difficult, and the risks of getting it wrong are serious.” 

 

Interventions that amplify the visibility of essential information for civilian protection, such as the location of 

bomb shelters or evacuation corridors, may also render it simultaneously more visible to potential perpetrators. 

Although social media can assist in surfacing resources, interviewees cautioned that unintended recipients of 
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that information may be able to use it as well, rendering already vulnerable communities even more 

vulnerable. Drawing on experiences in non–social media contexts, interviewees recalled that Google elected to 

temporarily remove the ability for users to submit locations on Google Maps in Russia, Ukraine, and Belarus 

“out of an abundance of caution,” after false rumors began circulating that the product was being used to 

coordinate Russian air strikes.59 Similarly, those using social media features to highlight humanitarian or 

refugee resources, for example, should be mindful of the potential for this information to be misused by 

perpetrators, or by those looking to profit by, for example, diverting aid or “taxing” humanitarian workers at 

checkpoints. Given these tensions, interviewees emphasized the need to afford vulnerable communities control 

and agency in opportunities to surface crisis resources on social media, to address risks associated with 

information sharing. 

Core guidance and recommendations: 

• In atrocity risk settings, the way information is ranked and prioritized takes on heightened importance. 

Platforms should review approaches to the ranking and amplification of information to align with 

needs in atrocity risk settings. 

• Platforms should develop principled approaches for how they will identify credible and useful 

information for civilian protection, and under what circumstances specific information will be 

amplified.  

• Platforms should consider affording users choice in how content is prioritized in user feeds so they can 

quickly identify resources and information important to their protection. 

• Platforms should, in partnership with relevant organizations and humanitarian agencies, explore 

opportunities to direct users to credible information or resources that could support their protection. 

• Platforms should explore interventions that would enable users themselves to designate information as 

critical and to have that information amplified in atrocity risk settings. 

• Platforms should explore opportunities to afford vulnerable communities greater control and agency in 

opportunities to surface crisis resources on social media, to mitigate risks associated with information 

sharing. 

D. Interventions Focused on Early Warning and Awareness 

 

Interventions Focused on Early Warning and Awareness  

Description Interventions that make use of social media to communicate warnings about the risk 

of mass atrocities 
Theory of Change Social media may be used to communicate warnings (either to or between civilians 

at risk, or to policy makers), with a view to influencing outcomes on civilian 

protection. 
Examples ● Publishing emergency air raid alerts on social media 

● Using social media posts to warn people about safe/unsafe locations in 

Libya, or potential targets for air strikes in Syria 
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Digital tools may also be used to support civilian protection by communicating warnings about the risk of 

mass atrocities, either to those in vulnerable communities, to high-level decision makers, or both, with a view 

to prompting action and changing outcomes.60 Importantly, interventions in this category may be available to 

those outside of social media platforms, such as actors in international organizations and civil society, and 

members of affected communities.  

 

Social media may be used, for example, to 

communicate warnings among and between 

local communities.61 Interviewees referenced 

efforts in Tigray, Ethiopia, to blast alerts on 

social media if bombs were reported, or if 

soldiers were reported in certain areas. 

Similarly, the Ukraine Siren Alerts or UASA 

system collects data on air raid alerts from 

across the country and publishes it on social 

media. Particularly in instances where physical 

siren alerts have failed, these social media 

warnings can be critical.62 In Libya, citizens 

have used social media to share imminent 

warnings, using the phrase “red light” to alert 

one another about the locations of militia 

fighting or other dangers.63 Relatedly, the 

Sentry system in Syria leveraged social media, 

along with data from remote sensors and 

civilian volunteers, as part of an alert system to 

warn civilians of potential targets for Syrian 

warplanes.64 

 

Social media may also be used to communicate warnings from local communities to the international 

community, including to high-level decision makers who may be able to affect outcomes. Existing literature 

highlights the “essential communicative role that civil society can play in the midst of violence,” noting that 

civilians and civil society actors “generally are the most knowledgeable about local conditions, especially in 

more remote areas that are often the site of mass atrocity episodes.”65 Social media may serve as a mechanism 

to enhance the dissemination of information about emerging atrocity risks and to bring the experiences of 

those in remote atrocity risk settings to the attention of the international community. 

 

During the consultations for this report, interviewees reflected on the need for social media platforms to ensure 

that content moderation policies permit the sharing of information that could support early-warning efforts. 

They recalled instances in which social media content depicting violence that was aimed at warning 

individuals about safe and unsafe locations was removed for violating content moderation policies prohibiting 

graphic content. Given that these policies may prevent or discourage people from sharing essential 

information, interviewees suggested that atrocity risk settings may warrant modifying the way policies are 

applied. For instance, platforms could permit certain forms of content depicting violent events, but put them 

behind warning labels or “interstitials,” or they could leverage technical interventions to help mitigate 

psychosocial harm to users, such as depicting media in grayscale, with low audio, and/or with images 

The Ukraine Siren Alerts system compiles data on imminent air attacks from 

across the country, and shares warnings on social media. Ukraine Siren Alerts 

on Facebook 



 

SIMON-SKJODT CENTER FOR THE PREVENTION OF GENOCIDE  24 

blurred.66 Interviewees suggested that platforms might also ensure that content remains available to researchers 

and civil society organizations. 

 

Platforms might also amplify content communicating early warnings, perhaps by prioritizing that content on 

user feeds, or by partnering with third-party entities engaged in early-warning initiatives. Interviewees 

referenced the opportunity to learn from past initiatives aimed at early warning in non–social media contexts, 

such as Google’s development of a rapid air raid alert system for smartphones in partnership with the 

Ukrainian government, or the use of radio to broadcast information about armed groups in Uganda and the 

Central African Republic, enabling communities to organize self-protection efforts.67 

 

When adapting these interventions to the social media space, interviewees cautioned that warnings issued by a 

social media company may lack credibility, leading civilians not to trust the information. Interviewees also 

noted that while partnerships with government officials (for example, to alert civilians about air raids) may be 

helpful in some contexts to support early warning, it would not be a viable option in atrocity risk contexts 

where the government is itself a perpetrator. 

Core guidance and recommendations: 

• Platforms operating in atrocity risk settings should review the way that content moderation policies on 

graphic media or violent content are applied and enforced. They should also explore the use of 

technical interventions to mitigate psychosocial harm associated with the viewing of graphic content, 

such as the use of interstitials, grayscale, or image blurring. 

• Platforms should explore opportunities to support early-warning initiatives by trusted third-party 

entities, but they should implement safeguards to carefully assess information credibility and 

timeliness. 

E. Interventions Focused on Enhancing Communication and Coordination Capabilities 

 

Interventions to Support Communication and Coordination  

Description Interventions that expand or enhance civilians’ ability to communicate and 

coordinate 

Theory of Change Supporting open communication and coordination between civilians will enable 

them to better avoid or withstand atrocities. 

Examples ● “Groups,” “Communities,” or group messaging features      

● Features that help users connect to social media platforms via proxy 

servers, bypassing restrictions on internet access 
 

A restricted information space is a risk factor for mass atrocities. The United Nations (UN) Framework of 

Analysis for Atrocity Crimes flags “imposition of strict control on the use of communication channels, or 

banning action to them,” as an enabling circumstance for the commission of atrocity crimes, contributing to an 

environment conducive to their commission.68 Widespread restrictions on access to information “[enable] the 
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authorities to reinforce prejudicial policies, incite further xenophobia and identity-based divisions and 

perpetrate widespread human rights violations and crimes against humanity with impunity.”69  

 

This category of interventions is aimed at supporting civilian communication and coordination in periods of 

heightened atrocity risk. Although the presence of social media in itself may support information sharing, this 

category covers interventions that go beyond social media’s mere presence and looks instead at specific social 

media tools and features that can enable communication and coordination between civilians.  

 

Supporting open communication and coordination among civilians in moments of risk may enable them to 

better withstand or avoid atrocities. Recent scholarship has challenged the portrayal of civilians as lacking 

agency in atrocity settings, noting that, “far from hapless victims, civilians are able to protect themselves and 

their communities despite the circumstantial, social, and institutional constraints of mass violence.”70 Civilians 

often, however, face serious obstacles to communicating and coordinating during crisis events, including 

internet blackouts and governments throttling or 

blocking access to social media. These obstacles 

are often compounded by restrictions on media 

freedom and demands for social media 

platforms to remove certain forms of digital 

content. This category explores the specific 

tools or interventions that can counter these 

obstacles and support expanded communication 

and coordination among civilians.  

 

This category can take the form of features that specifically enable group communication. Facebook’s 

“Groups” feature, for example, enables subsets of users to communicate in a digital forum that can be either 

public or private, while X’s “Communities” feature offers a space for public-facing communication, but with 

only members of a particular community permitted to engage in the discussion.71 TikTok offers Group Chat, 

enabling up to 32 participants to engage in group discussion and shared videos.72 WhatsApp, a direct 

messaging app, now also offers channels that, like social media, offer users the ability to communicate in 

private groups, as well as to organize constellations of groups in “communities.”73 Though these features have 

broad utility, the spaces they create may offer particular benefit in supporting civilian communication and 

coordination in atrocity risk settings.  

 

“The ability of civilians to 

communicate and connect with one 

another in private settings is 

fundamentally one of the most 

important civilian protection efforts.”  

- Expert on social media and human rights 
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WhatsApp shares guidance on the use of its 'Communities' feature, which offers users the ability to form topic-based groups. The feature may offer 

value to support communication and coordination in crisis or conflict settings. WhatsApp 

 

Consultation interviewees highlighted the importance of social media features that create “spaces for self-

organization,” as well as opportunities to exchange warnings about emerging risks. Even in settings where 

activists believe their messages are being monitored, interviewees emphasized that they may still choose to 

share information on social media, calling on their communities to be ready to move to a particular location, 

for example, or sharing information on where and how to receive further instructions. The use of group or 

community features was referenced as particularly valuable in atrocity risk settings where the cost of speaking 

out about emerging risks in offline public spaces becomes too high. 

 

In addition to self-organization and the exchange of warnings, interviewees highlighted the power of social 

media to “build connection between groups that aren’t always speaking to each other,” such as interfaith 

groups that may be able to engage in dialogue in moments of risk. They emphasized the need for platforms to 

give the administrators of these groups the tools they need to moderate healthy discussions.  

 

Platforms have also experimented with opportunities to support connectivity in settings where there are 

heightened restrictions on communication, such as internet blackouts or platform shutdowns. Amid a series of 

internet shutdowns during the Iranian women’s movement, for example, WhatsApp launched a feature to help 

users connect to the platform via proxy servers, bypassing government controls on internet access.74 Similarly, 

as Russia blocked access to social media platforms during the war in Ukraine, Twitter launched a “Tor onion 

service” to allow users to access the platform even when it is blocked in a certain country, through an 

anonymized service that also helps guard against surveillance.75 These interventions were referenced by 

interviewees as important opportunities to ensure civilians could remain connected and exchange information 

in atrocity risk contexts. 
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Finally, interviewees also proposed interventions that would allow users themselves to communicate and 

exchange information about their own safety and that of loved ones, and to have that information pushed up 

using algorithms. For example, Facebook’s “mark as safe” feature, which has been deployed in several 

contexts, allows users to let their network know they are safe if they are located in a given geographic area 

during a crisis.76 

 

As with other features, social media features that enable coordination and communication for self-protection 

are subject to risk of abuse, with serious consequences. In addition to moderating these forums, platforms 

should give further consideration to empowering users to make their own decisions about the visibility and 

accessibility of these spaces. Administrators should be empowered to approve or remove members of spaces, 

and limitations on the privacy of relevant forums should be clearly communicated.  

Core guidance and recommendations: 

• Platforms should be mindful of the value of features that enable group discussion for coordination and 

communication between civilians in atrocity risk settings. When considering modifying or updating 

these features, platforms should take particular care in assessing the needs of those in atrocity risk 

settings that may be using them for this purpose.   

• Platforms should pay particular attention to the moderation of group discussion forums in settings 

where there is a heightened risk of mass atrocities. This may include ensuring that the administrators 

of discussion forums have the tools and resources they need to support moderation, such as the ability 

to approve or remove members from digital spaces.  

• Platforms should ensure that the visibility or privacy of group discussion forums is clearly 

communicated to all participants. 

• In atrocity risk settings where there are heightened restrictions on communication, such as internet 

blackouts or platform shutdowns, platforms should consider exploring opportunities to expand access 

to social media, particularly for vulnerable or isolated communities.  

VI. THE DIGITAL TOOLBOX AND PERPETRATOR CAPACITY 

On January 11, 1994, Major General Romeo Dallaire, the UN force commander in Rwanda, sent a cable to 

United Nations headquarters in New York. Therein, he detailed reports from an informant describing 

suspected plans to exterminate the country’s Tutsi population and identifying the location of a “major weapons 

cache.” General Dallaire noted that the informant was prepared to raid the arms cache within 36 hours if the 

United Nations would guarantee the protection of himself and his family.77  

 

In a now-infamous response cable, General Dallaire was told by then-chief of UN Peacekeeping Kofi Annan 

to stand down.78 For years to come, this moment would be regarded as a critical missed opportunity to disrupt 

the capacity and ability of perpetrators to carry out a genocide in Rwanda—in which those weapons were used 

at breathtaking scale and pace during the spring of 1994. 
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Degrading the capacity of perpetrators to commit mass violence is a core atrocity prevention strategy. The 

commission of mass atrocities depends on perpetrators having certain material and operational capacities, such 

as weapons, finances, and communication channels.79 Traditionally, tools to support this strategy have 

included policy actions like financial sanctions, arms embargoes, and the disruption of communication 

networks, but perpetrators’ ability to leverage digital spaces 

today introduces the need for novel interventions. In the digital 

era, weapons caches need not be physical; they can also include 

the repository of social media features at risk of being 

weaponized by perpetrators active in the digital environment. 

Because perpetrators have appeared to effectively use social 

media to disseminate exclusionary ideologies, deceive 

communities, and incite violence, comprehensive efforts to 

degrade perpetrator capacity should assess opportunities to 

disrupt the use of those tools.  

 

The theory of change and the framing of this section draw, in part, on work led by experts in disrupting online 

influence operations who have articulated what they refer to as an “online operations kill chain.”80 A “kill 

chain” helps “identify the sequence of activities that attackers go through in their operations and looks for 

ways to disrupt them.”81 Applied to the mass atrocity space, the analytical framework of a kill chain can help 

identify opportunities to disrupt atrocity perpetrators that are weaponizing social media to commit mass 

violence. As set out in this section, the framework may include opportunities to prevent perpetrators from 

gaining a foothold on social media platforms, organizing and coordinating on social media, engaging with 

other users at scale, and mobilizing bystanders to mass violence. Finally, this section also describes a set of 

“break glass” interventions that might be deployed as a last resort to prevent perpetrators from using social 

media to further violence.82 

A. Interventions Aimed at Preventing Perpetrators from Acquiring a Foothold on 
Social Media Platforms at Scale 

 

Interventions to Prevent Perpetrators Gaining Foothold on Platform at Scale  

Description Interventions aimed at preventing perpetrators from setting up a large presence on 

social media platforms 
Theory of Change Preventing perpetrators from establishing or maintaining extensive networks of 

accounts will make them less able to weaponize social media in furtherance of 

atrocities (such as to incite or coordinate violence). 
Examples • Prevent perpetrators from registering social media accounts. 

• Expand detection of coordinated networks of accounts of potential 

perpetrators. 

• Designate and ban perpetrators under violent individuals and organizations 

policies. 

• Deplatform perpetrators, or subject them to heightened monitoring against 

content moderation policies. 
 

In the digital era, weapons 

caches need not be physical; 

they can also include the 

repository of social media 

features at risk of being 

weaponized by perpetrators 

active in the digital 

environment. 
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In the early stages of an online operation, threat actors—including atrocity perpetrators—will need to “set up” 

their operation on a social media platform. Just as they obtain weapons, physical locations, and bank accounts 

in the physical realm, perpetrators will often need to acquire or create social media accounts.83 This category 

describes interventions aimed at preventing perpetrators 

from, as one interviewee put it, “acquiring a foothold” 

on social media platforms at scale as a first line of 

defense in degrading their digital capacity. The 

underlying theory of change is that preventing 

perpetrators from establishing or maintaining extensive 

networks of accounts on social media platforms will 

render them less able to weaponize digital spaces to 

commit or further mass atrocities. 

 

A logical place to begin in preventing atrocity perpetrators from gaining access to social media platforms at 

scale is preventing account registration in the first place. As one intervention in this category, interviewees 

recommended preventing automated account registration—that is, preventing users from registering a new 

account through automated means.84 Others, however, pointed to contexts in which perpetrators had 

repurposed or acquired old accounts, and these interviewees urged interventions aimed at disrupting 

perpetrator networks to avoid focusing solely on new account registration. In settings where a proliferation of 

fake or inauthentic accounts impersonate others and/or spread misinformation, taking enhanced measures to 

ensure that accounts belong to real individuals can help prevent perpetrators from setting up a large and 

inauthentic platform presence. 

 

Once perpetrators have registered social media accounts, further interventions may be used to disrupt 

coordinated networks of accounts, which are often used to influence and manipulate social media users. In 

Burma, for example, networks of coordinated inauthentic accounts that purported to be independent news and 

opinion pages were used to “covertly push the messages of the Burma military.”85 During the consultations for 

this paper, interviewees urged platforms to enhance their in-house investigative capacities to detect 

coordinated networks and to remove those networks when they violate platforms’ terms of service, as when 

they are made up of inauthentic accounts. As part of this effort, interviewees emphasized the importance of 

platforms taking signals from local civil society groups, who often have insights about perceived bot networks 

but lack the technical capacity to conclusively detect them.86 

 

Interviewees identified several other interventions aimed at preventing potential atrocity perpetrators from 

acquiring access to platforms at scale or at disrupting their access once obtained. One such intervention is 

platforms’ ability to designate (and then ban) certain accounts as belonging to “dangerous individuals and 

organizations.” Meta, for example, has a policy prohibiting “organizations or individuals that proclaim a 

violent mission or are engaged in violence to have a presence” on the platform—and during the 2023 conflict 

in Sudan, suspended the account for the Rapid Support Forces (RSF) under this policy, as well as the account 

of RSF leader Hemedti.87 TikTok, similarly, has a policy prohibiting the use of the platform by “individual 

perpetrators of mass violence.”88 According to interviewees, these policies can be effective in preventing 

perpetrators from using social media platforms to spread propaganda or gain legitimacy in the eyes of the 

international or local community.  

 

“At the most fundamental 

level—at risk of sounding 

simplistic—any online operation 

has to be able to get online.”  

- Ben Nimmo and Eric Hutchins, “Phase-based 

Tactical Analysis of Online Operations” 
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Another approach is to deplatform individual perpetrator accounts, an intervention which generally refers to 

denying someone the ability to post on a platform, typically by suspending their account.89 Debate is ongoing 

about the advantages and disadvantages of deplatforming individuals from social media (as well as when and 

whether they should ever be “rehabilitated” by restoring their account access), but interviewees broadly 

supported using this intervention for perpetrators who repeatedly violate content moderation policies.90 

Interviewees noted that the policy is particularly effective when used to deplatform influential public figures 

(who may be able to use social media to broadcast to large groups of followers). Interviewees also, however, 

recognized the limitations, as the same individual or their representative might set up alternative accounts on a 

different platform if banned from one platform. Nevertheless, deplatforming atrocity perpetrators (i.e., 

preventing them from having an account at all) rather than merely deamplifying their content may have 

advantages, because dangerous content that is deamplified can be re-shared by other actors. As with account 

suspensions under a dangerous organization policy, deplatforming individual perpetrators on the basis of their 

online conduct terminates their ability to post content and to weaponize social media to support atrocity 

crimes. 

 

Opinions among interviewees differed, however, about whether individuals should be deplatformed on the 

basis of online behavior (i.e., for repeatedly violating content moderation policies), or whether individuals 

should ever be deplatformed solely on the basis of offline behavior, such as if they are suspected or convicted 

of committing war crimes or have a documented history of human rights violations. Some interviewees 

suggested subjecting the accounts of potential atrocity perpetrators to heightened monitoring by content 

moderators, to ensure that platform policies are stringently enforced, given these individuals’ offline behavior. 

Others suggested that platforms might increase penalties for violations of content moderation policies for all 

users in settings with heightened atrocity risks. This may mean, for example, that policies that typically require 

multiple “strikes” or offenses before a user would be suspended from the platform might have a lower 

threshold before users are suspended in periods of heightened atrocity risk, given the risk of harm. At the same 

time, interviewees noted the tension between suspending individuals from social media platforms and the need 

to preserve a record of their content for accountability purposes, an issue addressed later in this report. 

      

Disrupting networks and accounts belonging to potential perpetrators of atrocity crimes can carry unintended 

consequences. For example, to the extent that platforms make these interventions publicly known, this can put 

social media companies at risk, particularly if they have employees based in the country. In addition, 

interviewees warned that platforms may be perceived as taking sides in a conflict, by virtue of removing 

networks of accounts or deplatforming individual leaders and organizations. This can lead to their services 

being blocked or throttled in the affected country, which may inhibit access to information for at-risk 

communities, hampering early warning, information sharing, and coordination for protection. 

Core guidance and recommendations: 

• Platforms should explore interventions that can prevent atrocity perpetrators from setting up networks 

of inauthentic accounts. This should include both efforts to prevent the registration of new accounts 

and review of older accounts that may exhibit suspicious behavior. 

• Platforms should enhance their in-house investigative capacities to detect and remove coordinated 

networks of inauthentic accounts that may be used by atrocity perpetrators. 

• Platforms should, in atrocity risk settings, proactively review potential perpetrators against criteria for 

designation under policies that target violent organizations. 
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• Platforms should explore heightened monitoring of accounts of atrocity perpetrators and more 

stringent enforcement of content moderation policies given these individuals’ offline behavior. 

B. Interventions Aimed at Disrupting Perpetrators from Coordinating and Organizing 
on Social Media 

 

Interventions to Prevent Perpetrators from Coordinating and Organizing on Social Media  

Description Interventions aimed at disrupting perpetrators from using social media to coordinate 

and organize the commission of violence 
Theory of Change To the extent that digital spaces are being used to coordinate and organize violence, 

disrupting perpetrators’ ability to use social media to advance the planning and 

organization of violence will degrade their overall capacity to commit atrocities. 

Examples • Enforcing content moderation policies that prohibit weapons sales or 

promotion of criminal activities 

• Heightened monitoring of online spaces where perpetrators may be 

organizing violent tactics, such as groups or pages 

• Implementing policies prohibiting the use of social media for surveillance 

 

Mass atrocities do not occur spontaneously but are “processes that take time to plan, coordinate, and 

implement.”91 Across countries and contexts, perpetrators must engage in planning, recruitment, and 

organization before they are able to carry out violence at scale. To the extent that digital spaces are being used 

to organize the commission of mass atrocities, logic dictates that degrading perpetrator capacity should include 

disrupting the organization of atrocities online as well as offline. 

 

This category of interventions includes tools aimed at preventing perpetrators from using social media to 

coordinate and organize the commission of mass atrocities. The theory of change at play is that these 

restrictions can reduce perpetrators’ ability to use social media to advance the planning and organization of 

mass violence. This category also draws on the concept of the kill chain, which identifies opportunities to 

disrupt threat actors from coordinating their activities on social media as a key link in the chain.92 For 

example, experts on threat actors in other contexts point to the training of recruits using private online groups, 

the publication of lists of targets on social media, the use of hashtags, and the use of bot networks to automate 

posting across accounts.93 They also reference threat actors’ gathering of information on social media to 

support their planning, such as searching for targets, surveilling journalists and dissidents, and monitoring 

trending topics.94 

 

In many instances, social media companies have policies relevant to prohibiting the abuse of their platforms 

for the coordination and organization of mass violence. This includes policies prohibiting the purchase or sale 

of weapons, ammunition, and explosives; policies prohibiting the use of the platform to promote criminal 

activities; and policies prohibiting the use of the platform by violent extremist organizations.95 During the 

consultations for this report, interviewees emphasized the importance of enforcing these policies in countries 

at risk of atrocities or where atrocities are already under way. They also pointed to the need to better moderate 

public and semi-public spaces on social media where individuals might be gathering to organize acts of 

violence, such as in private groups or Pages.96 
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Beyond preventing perpetrators from organizing violence, opportunities may exist for platforms to prevent 

perpetrators from readily collecting information on social media about potential targets. One intervention 

proposed was effectively the inverse of Facebook’s locked profile feature (discussed previously), in which 

social media users in a certain country are temporarily limited in the extent of information they can view about 

other accounts. This intervention would prevent all accounts in a given country or region from being able to 

view information such as which accounts someone follows or their membership in online groups. Interviewees 

suggested this could help prevent perpetrators from using a single account they follow to collect information 

on a chain of other accounts. 

 

Interviewees also emphasized the importance of policies prohibiting the use of social media data for 

surveillance.97 X, for example, prohibits monitoring sensitive events such as protests and rallies, investigating 

or tracking sensitive groups and organizations, and using the platform for facial recognition.98 Interviewees 

considered policies of this nature a “meaningful contribution” in instances where protesters or activists in at-

risk settings are using social media platforms. 

 

In adapting these interventions to atrocity risk contexts, platforms should be mindful of the need to ensure 

adequate resourcing and enforcement of policies prohibiting the coordination and organization of violence in 

settings with a heightened risk of atrocities. They may also need to consider the specific forms of online 

organization and coordination that perpetrators engage in before the commission of atrocities. To the extent 

this differs from other forms of violence (such as terrorism or violent extremism), opportunities may exist to 

better align policies with the needs of affected communities.  

Core guidance and recommendations: 

• Platforms should ensure that they have policies in place that prohibit the abuse of their platforms for 

the coordination and organization of mass violence, including but not limited to the purchase and sale 

of weapons and recruitment to violent organizations. 

• Platforms should also ensure that the enforcement of these policies is sufficiently resourced in atrocity 

risk settings, particularly in online spaces where perpetrators may be gathering. 

• Platforms should explore interventions to prevent perpetrators from readily collecting information on 

social media about potential targets and ensure policies are in place prohibiting the use of social media 

data for surveillance. 
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C. Interventions Aimed at Limiting the Presence or Visibility of Dangerous Content in 
Atrocity Risk Settings  

 

Interventions to Limit the Presence or Visibility of Dangerous Content in Atrocity Risk Settings   

Description Interventions aimed at reducing the presence or visibility of potentially 

inflammatory digital content during periods of heightened atrocity risk 

Theory of Change Reducing the presence, audience reach, or visibility of potentially inflammatory 

digital content limits potential perpetrators’ ability to use social media to incite 

atrocities or further societal divisions. 
Examples  • Implementing policies governing how platforms manage dangerous 

misinformation in crisis settings, such as limiting it from appearing on users’ 

home feed or timeline, or limiting its ability to be re-shared 

• Deamplifying content that could create a serious risk of harm, such as 

potentially dehumanizing language or exclusionary ideologies 

• Using “rate limits” or “forwarding limits,” which reduce the number of 

people to whom a user can forward content at scale 
 
Once perpetrators are active and operating on social media platforms, other interventions could limit the 

visibility and presence of dangerous content that contributes to violence. The theory of change underlying this 

category is that by reducing the visibility or presence of potentially inflammatory digital content, platforms can 

reduce the likelihood that this content could incite atrocities or further societal divisions that contribute to 

atrocity risk. This category can take several forms, including (but not limited to) policies on 

mis/disinformation, deamplification interventions, and rate limits. 

Policies on crisis misinformation and disinformation and incitement to violence  

Because misinformation/disinformation is one of the primary vehicles through which perpetrators can create 

conditions conducive to mass atrocities, interventions that seek to limit its visibility or presence might play a 

meaningful role in degrading perpetrator capacity. Throughout this report’s consultations, interviewees 

discussed the importance of platform policies to manage dangerous misinformation in crisis settings, perhaps 

by limiting users’ ability to share, recommend, or amplify unverified and potentially harmful information.99 

These policies can create a basis for platforms to remove misinformation where it can be linked to a risk of 

harm on the ground.100 These policies may also provide for engagement between platforms and third-party 

fact-checkers who can help validate misinformation in real time. 

 

In August 2022, for example, Twitter released a crisis misinformation policy, focused on its handling of false 

or misleading information that could serve as a pretext for aggression, trigger the displacement of vulnerable 

populations, affect the ability of humanitarian actors to support members of affected communities, incite the 

targeting of vulnerable groups, or disrupt peacekeeping operations or ceasefire agreements.101 Similarly, 

Facebook’s misinformation policy prohibits “misinformation or unverifiable rumors that expert partners have 

determined are likely to directly contribute to a risk of imminent violence or physical harm to people,” and 

Snapchat’s Community Guidelines prohibit spreading false information that could cause harm.102   
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A range of further interventions can also be deployed to address misinformation, beyond having a policy in 

place on what types of misinformation are prohibited on the platform. As described by interviewees, these may 

include, for example, placing warning labels over that content, preventing it from appearing on users’ home 

feed or timeline, or preventing certain terms from being suggested or “typed ahead” when using the search tool 

on platforms. In instances where removal of the content is not warranted, these “soft interventions” may help 

degrade perpetrators’ ability to spread dangerous rumors or misinformation that can contribute to the 

incitement of violence. These interventions may also be aimed at limiting the virality of dangerous 

misinformation to create more time for credible information on emerging events to surface. 

 

Interviewees also highlighted the importance of interventions that combat dangerous misinformation in the 

form of audiovisual media, rather than text-based digital content. Interviewees reflected, for example, on 

inflammatory images of destroyed health centers that were circulating on social media during the conflict in 

Ethiopia, yet had actually depicted buildings in Libya. Misinformation interventions may require the use of an 

interstitial providing context on the source of certain media, may prevent it from being re-shared if it is going 

viral in a moment of atrocity risk, or may require its removal from the platform entirely. 

 

Interviewees described partnerships between platform representatives and civil society organizations as “the 

key” to operationalizing crisis misinformation policies, explaining that external partners, particularly those 

with close knowledge of the local context, can help detect and debunk emerging narratives that pose a risk of 

harm in real time. Platforms can then choose to remove dangerous misinformation, deamplify it, or add 

warning labels or interstitials to better contextualize content for users. Interventions may also be deployed to 

prevent misinformation from being actively re-shared or recommended on the platform. 

 

Interviewees emphasized that understanding and deamplifying crisis misinformation is a “very heavy lift,” and 

doing this work at scale in conflict zones is “incredibly difficult.” Understanding and addressing harmful 

misinformation is ideally done by experts, and is not easily simplified into work that can be done by frontline 

content moderators or through automated enforcement. This situation is further complicated by the fact that 

dangerous claims “age and metastasize,” making them difficult to keep up with. As one interviewee noted: 

“the most dangerous narrative is the next narrative.” 

 

Platforms should ensure that they have policies in place prohibiting incitement to violence and that these 

policies are rigorously enforced. These policies should be developed and enforced with an understanding of 

the patterns surrounding the commission of mass violence, such as the dehumanization of individuals and 

groups, the use of hate speech, and the use of coded language or “dog-whistling” to incite violence.103 

Interviewees also recommended that these policies apply to all users across contexts, including political 

leaders, military leaders, and elected officials. 

Deamplification 

The ability to deamplify content on social media presents another potential opportunity to (indirectly) degrade 

perpetrator capacity. Interviewees suggested that inflammatory digital content that poses a serious risk of 

violence—yet which does not warrant removal—can sometimes be demoted on user feeds in instances where 

platforms have a principled framework to support those decisions. For example, platforms may proactively 

deamplify certain terms or phrases if they could create a risk of harm, such as dehumanizing language, or 

derogatory terms and slurs. This work can be supported by either sophisticated processes to recognize and 
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classify content, or by simple “key word demotion.” In Burma for instance, interviewees recalled that 

platforms partnered with civil society organizations to co-design “slur lists” that could be used by social media 

platforms in various interventions.104 Interviewees described demotion as a powerful tool because it affects the 

prioritization of all content, rather than only affecting individual pieces of content flagged for review by 

moderators. 

 

Interviewees expressed serious concerns, however, with deamplification rather than removal of dangerous 

content. Interviewees highlighted the difficulty in designating categories of dangerous content for 

deamplification and noted the risks of platforms being perceived as adopting a particular political viewpoint 

when deploying this intervention. Deamplifying on the basis of particular terms, as opposed to highly 

contextualized analysis, may inadvertently suppress broad swathes of information or discussion relating to a 

conflict, inhibiting expression and access to information. One participant referenced how groups in Ethiopia 

perceived that the word “genocide” was being demoted, so they avoided using it in their advocacy, to what 

they saw as the detriment of the strength of their messaging. Interviewees also observed that content-based 

deamplification can be perceived as “shadow banning,” thereby undermining trust in social media 

companies.105 Deamplification may be particularly damaging for groups seeking to use certain terms as 

counter-speech to raise awareness about human rights violations, and interviewees called on platforms to be 

transparent when considering its implementation. 

Rate limits 

Interviewees suggested that product design interventions may further reduce the presence or visibility of 

dangerous content on social media. For example, emerging scholarship has emphasized the importance of 

interventions that place reasonable limits on the number of accounts one user can contact at once, to “mirror 

real-life processes whereby individuals have to gain some level of trust to be able to reach broad groups of 

others.”106 In the wake of mob violence in India seemingly fueled by rumors on WhatsApp, for example, the 

platform imposed a 20-person limit on the number of people to whom users could forward messages—after its 

prior threshold permitted users to share messages with up to 250 people at once.107 Interviewees emphasized 

that these interventions continue to permit information-sharing during a crisis, but they draw on research 

suggesting that after messages have been re-shared repeatedly, the value of the information being shared 

drops.108 

 

Notably, rate limits on messaging services such as WhatsApp are effectively “content neutral”—that is, 

imposed to prevent the mass forwarding of messages regardless of the content of those messages—and are also 

agnostic to the identity of the sender. Rate limits on traditional social media platforms could take the form of 

limits prohibiting users from sending direct messages en masse, or from sharing high volumes of invitations to 

join groups. Interviewees highlighted that rate limits could help restrain mass engagement beyond a certain 

threshold, or require users to achieve some level of trustworthiness on the platform before permitting them 

broad reach and engagement. 

Limitations on ad use 

Interventions that link “trustworthiness” with reach may also be used to limit perpetrators’ use of social media 

advertisements in atrocity risk settings. In Ukraine, for example, consultation interviewees referenced with 

concern how newly created social media accounts were able to use targeted advertisements to portray 

Ukrainian armed forces disparagingly, depicting them as criminal actors. Ensuring that social media users 
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exhibit some indicia of trustworthiness before they can make use of social media may help reduce the presence 

of dangerous content in high-risk settings. 

 

In other instances, platforms have suspended advertising services in conflict settings altogether, or have barred 

certain categories of users from running advertisements. Facebook, for example, prohibited advertisers within 

Russia from creating or running ads anywhere in the world during the conflict in Ukraine.109 To the extent 

advertisements are permitted in atrocity risk settings, they should be rigorously scrutinized against policies 

prohibiting hate speech and incitement to violence.110 

Core guidance and recommendations: 

• Platforms should ensure they have policies in place to manage dangerous misinformation in atrocity 

risk settings, perhaps by limiting users’ ability to share, recommend, or amplify unverified and 

potentially harmful information.   

• Platforms should also ensure they have policies in place prohibiting the incitement of violence and that 

these policies are rigorously enforced in atrocity risk settings. These policies should also be developed 

and enforced with an understanding of behaviors and patterns concerning the commission of mass 

violence, such as the use of dehumanization, hate speech, and coded language or “dog-whistling” to 

incite violence. 

• Where dangerous misinformation remains online in atrocity risk settings, platforms should explore the 

use of “soft interventions” to reduce the risk of misinformation contributing to violence, such as 

placing warning labels over the content.  

• Platforms should engage in further research on the benefits, risks, and unintended consequences of 

deamplifying dangerous content (such as dehumanizing language or derogatory terms) in atrocity risk 

settings, but they should be transparent about their approach. 

• In atrocity risk settings, platforms should explore reasonable rate limits or requirements that users 

accumulate some indicia of trustworthiness before they are permitted broad reach and engagement on 

the platform, to prevent perpetrators from reaching other users en masse.  

• Platforms should explore opportunities to link indicia of “trustworthiness” to the ability to use features 

like ads in atrocity risk settings, or to prohibit the use of ads outright in certain contexts. To the extent 

ads are permitted, they should be rigorously scrutinized against policies prohibiting hate speech and 

incitement to violence. 
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D. Interventions Aimed at Contextualizing Perpetrator Content 

 

Interventions Aimed at Contextualizing Perpetrator Content 

Description Interventions aimed at providing additional information or context about inflammatory 

digital content, where it is not removed outright 
Theory of Change Situating inflammatory digital content in the context of credible, factual information 

can reduce the ability of potential perpetrators to spread and persuade people of 

dangerous rumors or to incite violence. 
Examples ● Placing warning labels or interstitials over potentially inflammatory digital 

content, sharing further context about what is depicted or asserted  

● Verifying and labeling accounts belonging to certain types of users, such as 

government officials, electoral candidates, or state-affiliated media 

● Providing further context on or labeling the provenance of misleading media 

● Prebunking or inoculating users against dangerous misinformation 
 

This next category of interventions aims to provide additional information or context around inflammatory 

content posted on social media. The theory of change underlying this category is that situating inflammatory 

narratives, images, or videos on social media in the context of credible information can help dispel dangerous 

rumors and prevent them from contributing to the incitement of mass atrocities. These interventions may 

degrade perpetrator capacity by short-circuiting cycles of misinformation and disinformation, through 

techniques that counter or debunk dangerous narratives and rumors, and by enhancing people’s understanding 

of the digital content they encounter.  

Account labeling and verification 

One intervention to contextualize digital content is the 

use of labeling, which typically refers to visual tags 

affixed to accounts or posts on social media, 

designating or categorizing them so users can better 

understand the information they encounter. For 

example, many platforms have labeled accounts 

belonging to government officials, state-affiliated 

media, and electoral candidates to help ensure that 

people understand who is advancing a particular 

issue.111 When the authentic accounts of leaders and 

influential figures are clearly denoted, this intervention 

can also help prevent users from being misled by 

impersonation efforts that may seek to misrepresent 

such persons or their views.112 Relatedly, this has also 

been a motivation behind user verification, which 

consists of “checkmarks” or other indicators that allow 

users to more readily identify the authentic accounts of 

public figures, brands, and institutions. Interviewees 

observed that labeling and verification are important 

TikTok offers a verified badge for accounts where the platform has 
confirmed the user is who they purport to be, helping users make 

informed choices about the accounts they engage with. TikTok 
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not only to prevent people from being misled, but also to support users’ understanding of which accounts to 

trust.113 Interviewees emphasized the importance, in an atrocity risk setting, of being able to identify 

government accounts that may post evacuation routes or locations for aid distribution—as well as being able to 

distinguish them from those of impersonators.  

 

Labeling may be paired with secondary interventions to demote or deamplify content being shared by certain 

types of accounts—often referred to as “visibility filtering.” Interviewees noted that, taken together, these 

interventions may help simultaneously limit both the impact and the dissemination of perpetrator content. In 

the context of the war on Ukraine, for example, Twitter prohibited accounts belonging to Russian state-

affiliated media from being either recommended or amplified across the platform, and according to the 

company’s internal research, this action decreased the reach of these outlets by approximately 30 percent.114 

Interviewees contrasted the labeling and deamplification of state-affiliated media with bans on state-affiliated 

media, as the European Union required for Russian state-affiliated media during the war in Ukraine. By 

labeling and deamplifying (but not removing) content from these accounts, interviewees noted that it remains 

available on social media platforms to support war crimes investigations and accountability efforts. 

 

Interviewees referenced difficulties in scaling labeling efforts, particularly when labeling individual categories 

of users. Verifying and labeling every single electoral candidate (in local, regional, and national elections 

around the world), for example, was described as an “incredibly fragile and labor-intensive process,” which 

would also need to be regularly updated.115 

Content labeling or interstitials 

One intervention to contextualize digital content is the use of labeling, which typically refers to visual tags 

affixed to accounts or posts on social media, designating or categorizing them so users can better understand 

the information they encounter. Information on social media may also be usefully contextualized by adding 

interstitials or warning labels to misleading content. Rather than removing dangerous narratives or rumors 

outright, platforms have deployed interstitials in certain circumstances that encourage users to beware or think 

twice when engaging with that content. Interviewees noted that, in some cases, these interstitials are paired 

with interventions to reduce visibility of the underlying content, such as removing the ability to re-share the 

post. Interviewees recalled platforms using interstitials successfully in the context of election misinformation, 

noting that the labels can offer users greater context 

and information about the content they encounter. 

In addition, interstitials can (but do not always) 

refer users directly to third-party resources or 

information on external pages, an additional 

element that interviewees noted required more 

resources but that may offer value in an atrocity risk 

setting. Interstitials have also been applied to 

images that are authentic but that are circulating 

without context in ways that are misleading, such as 

in relation to a different conflict or period of time; 

these interstitials inform users that “this looks like it 

circulated five years ago” or similar language. 

 

“The manipulation of people into 

becoming perpetrators is, generally 

speaking, built upon a foundation 

of lies. The more we can address 

these misunderstandings . . . the 

more we can reduce the likelihood 

or impact of atrocities.” 

- Expert on technology and mass atrocities 
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Interviewees noted that it is difficult to deploy interstitials at scale but said it may be feasible for a small subset 

of content, such as when misleading content is being shared by a public official or figure. Some interviewees 

cautioned, however, that in some past instances, people rarely seemed to actually engage with or click-through 

the interstitials to view information provided. Interviewees also questioned whether adding context to 

dangerous content may inadvertently draw more attention to it, raising the visibility and risk associated with 

those posts. Indeed, while some studies indicate that content labeling offers significant potential, reducing 

users’ likelihood to believe and re-share misinformation, other studies suggest it can have unintended 

consequences, such as increasing the likelihood of users re-sharing unlabeled false content, assuming that it is 

true.116 

 

Interviewees also suggested labeling the provenance of misleading media as another tool to degrade 

perpetrator capacity. These labels would 

aim to explicate powerful images or 

media that are not what they purport or 

appear to be and to help users understand 

the post’s true origin or context, 

degrading perpetrators’ ability to 

weaponize those images to build support 

for violence. Interviewees who supported 

this intervention spoke to the power of 

images on social media, especially where 

images evoke strong emotions and may 

exacerbate animosity against individuals 

and groups, thereby contributing to an 

environment where atrocities are 

believed to be “permissible.” This 

intervention may also be useful to blunt 

the impact of deepfakes or other types of 

synthetic and manipulated media. 

TikTok, for example, has developed 

labels for AI-generated content to help 

users more readily identify manipulated 

or manufactured content.117 

Prebunking 

Other interventions in this category aim to degrade perpetrators’ ability to persuade users to believe 

misinformation and disinformation. These may include “prebunking” or “inoculating” against dangerous 

narratives, an intervention which draws on evidence that providing people with “microdoses” of 

misinformation, while refuting them with authoritative sources, can prevent users from being swayed when 

they encounter similar misinformation and disinformation in the future.118 

 

Prebunking can take the form of either reminding people of the basic tenets of engaging in critical analysis of 

information, or supporting people in critically assessing specific claims. Some interviewees preferred the 

former approach, believing it to be more transferable across contexts, given that narratives unfolding on social 

TikTok announces efforts to label AI-generated content, aimed at helping users 

contextualize content they encounter on the platform. TikTok 
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media are “moving targets.” As one interviewee put it, people want to be “taught how to think, not forced to 

think in a certain way.” Interviewees felt that prebunking strategies can support users in engaging in the 

process of critical thought, as well as teach people how to spot weaknesses in arguments but invite them to 

draw their own conclusions. 

 
Interviewees described successful prior efforts to inoculate against misinformation in instances in which 

platforms had the ability to anticipate crisis events, such as elections. In the context of elections, platforms can 

prepare messaging to inform people about key tactics or narratives that will likely be used to manipulate them. 

As one example, in the lead-up to the 2024 European Union election, Google and partner organizations 

developed social media ads teaching users how to spot common misinformation tactics, such as scapegoating 

of marginalized groups.119 By contrast, interviewees described the challenges of inoculating users from 

misinformation when unfolding events occur suddenly or are difficult to predict. When asked how inoculation 

campaigns might be optimized for use in atrocity risk settings, interviewees discussed the need to identify 

types of speech that carry the most potential to drive harm, as well as types of speech that may persuasively 

draw upon preexisting grievances in a particular context. 

 

 
 

A still from a prebunking video that aimed to counter emerging false narratives about Ukrainian migrants on social media. Google's Jigsaw partnered 

with local organizations in Central and Eastern Europe to produce the prebunking videos, which were viewed over 38 million times, reaching social 

media users in Poland, Czechia and Slovakia. Jigsaw 

 

Others noted that prebunking initiatives are resource-intensive and difficult to scale, referencing the amount of 

research and tailoring involved. It also remains unclear how often people need to be “inoculated” against 

misinformation and disinformation, or how often these efforts should be deployed over a protracted period.120 

Interviewees also expressed concern that prebunking could foster distrust on social media platforms generally, 

which may itself be a perpetrator strategy, such as Russian efforts to erode trust in mainstream information 

during the war in Ukraine.121 In general, interviewees called for greater transparency concerning the 
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effectiveness of prebunking initiatives, and ensuring that researchers have access to data so that resources can 

be directed effectively. 

 

An essential precursor to addressing misinformation and disinformation is understanding local context, 

including by engaging with local partners. Where contextual knowledge is absent, users may be able to 

themselves flag or correct misleading information they encounter, such as through X’s Community Notes 

feature, or by developing improved channels for people to identify misinformation from the bottom up. These 

community-to-company interventions would leverage the awareness of people on the ground in atrocity risk 

settings rather than relying on platforms’ understanding of local context. Interviewees also noted that offering 

users an opportunity to provide input on the accuracy of posts subtly encourages them to think through content 

and their reactions to it. Others, however, were skeptical of these interventions, noting that they may be more 

effective in settings where there are broad distributions of political beliefs and less helpful in authoritarian 

settings where the state has successfully manipulated perceptions on a given issue. Interviewees also pointed to 

issues that have plagued past interventions, such as X’s Community Notes feature, including vulnerability to 

manipulation and lack of oversight.122   

Core guidance and recommendations: 

• In atrocity risk settings, platforms should explore labeling and verifying certain categories of accounts, 

such as those belonging to government officials or electoral candidates, to help ensure users are not 

persuaded by impersonation attempts.  

• Platforms should explore the use of interstitials, paired with deamplification, for a small subset of 

high-risk, high-visibility content in atrocity risk contexts. They should also explore options to 

communicate the provenance of misleading media, so users better understand the source of content 

they encounter.  

• In partnership with local organizations, platforms should explore the use of prebunking to reduce the 

potency of misinformation and disinformation in atrocity risk contexts and support independent 

research on the efficacy of these efforts. 

• Where local partnerships are absent, platforms should explore the possibility of user-led or 

community-to-community interventions that would enable users to flag misinformation themselves. 
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E. Interventions Aimed at Preventing Perpetrators from Mobilizing Bystanders 

 

Interventions to Prevent Perpetrators from Mobilizing Bystanders  

Description Interventions aimed at reducing the incentives for bystanders or third-party enablers 

to inadvertently contribute to narratives and ideologies being advanced by 

perpetrators 

Theory of Change Reducing the likelihood that third-party enablers contribute to the dissemination of 

dangerous narratives and ideologies advanced by perpetrators can reduce 

perpetrators’ ability to weaponize social media to incite or fuel atrocities. 
Examples ● “Nudges” suggesting that users “think twice” before re-sharing certain 

content on social media 

● Prompts warning users if they are about to share a potentially harmful or 

hurtful reply or comment 

● Interventions to interrupt the user interface to make it more difficult to 

rapidly re-share content that may contribute to violence 

 
The concept of “bystanders” to atrocities is often used to describe those who are passive or indifferent to 

episodes of mass violence.123 In the wake of the Holocaust, it was used to reference a range of domestic and 

international actors who were neither perpetrators nor victims, but who failed to speak out or take action to 

protect those being persecuted.124 In some instances, those who claimed to be bystanders were persuaded to 

become active participants in the Holocaust, out of economic or personal interest, prejudice, or pressure within 

their communities.  

 

Today, the idea of bystanders or third-party enablers encapsulates the array of actors that contribute to mass 

atrocities—by supplying resources, services, or political or moral support for perpetrators. The US Agency for 

International Development (USAID) has described these enablers as local, national, regional, and international 

actors that, even if motivated by their own power or economic interests rather than the same interests as 

perpetrators, nevertheless “facilitate a supply chain that fuels violence against civilians.”125   

 

In the digital environment, actors who are otherwise neutral may be incentivized to contribute to or re-share 

dangerous narratives being advanced by perpetrators. This category of interventions looks to reduce the 

incentives for bystanders—who may not otherwise be interested in contributing to mass violence—to support 

perpetrators’ use of social media in an effort to garner attention, money, or power. The theory of change is that 

by reducing the likelihood that bystanders contribute to the dissemination of dangerous narratives being 

advanced by perpetrators, perpetrators may have less ability to weaponize social media to incite or fuel 

violence.  

 

One of the interventions proposed in this category was the use of “nudges” to encourage users in atrocity risk 

settings to pause in some way before responding to or re-sharing a post with potentially dangerous or 

misleading information. This intervention is premised in behavioral science theory, which aims to influence 

the likelihood that individuals choose to take a certain action over others.126 Participants discussed the potential 

of nudges to encourage critical thinking and reflection when engaging online, noting that they could take the 

form of encouraging users to read an article before re-sharing it, or to think twice. In 2021, for example, 
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Twitter launched a prompt that asked users whether they would like to open an article before re-tweeting it; 

users had the option to click through the prompt and continue to share the article or to go to the article 

instead.127 Both Facebook and Twitter have also used prompts to warn users if they are about to share a 

potentially harmful or hurtful reply.128 In an alternative version of this intervention, interviewees proposed not 

prompting users to pause, but rather interrupting the user interface in moments of risk to make it more difficult 

for someone to rapidly re-share information.   

 
 

Facebook explains its launch of a 'nudge' feature that prompts users to open and read news articles before sharing them with others. Meta Newsroom 

 

Interviewees emphasized, however, the different considerations at play in settings where atrocities have not yet 

begun as opposed to places where people are already at risk of direct violence. These “speed bumps” to 

sharing information on social media can be valuable in some settings, but people under direct threat may need 

to share and receive information quickly. Interviewees were also concerned about how social media users 

would view these types of nudges from social media companies, who are not always perceived to be acting in 

users’ best interests. 

 

In other instances, bystanders may be financially motivated to spread disinformation or to impersonate 

members of affected communities. According to one interviewee, the Taliban used monetary incentives to 

persuade people to create pages impersonating Hazara and Uzbek communities. The content shared on those 

pages purported to subscribe to Taliban ideology, creating a perception of normalization and acceptance that 

can be highly damaging. Initiatives to verify the accounts of public figures and help prevent impersonation 

(both discussed previously) may offer potential to address bystander mobilization in these contexts. 

 

Interviewees also pointed to emerging research exploring the use of social media data in targeted messaging 

campaigns that aim to disrupt potential perpetrators’ motivation to commit atrocities. Dr. Rhiannon Neilsen 

has proposed the use of targeted educational campaigns for individuals in atrocity risk contexts, advocating 

restraint and peace “in the same way that individuals receive personalized advertisements for products on 
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social media.”129 While this intervention remains as yet untested, interviewees referenced its potential to 

dismantle the incentives and the broader logic structure in which potential perpetrators are operating.   

Core guidance and recommendations: 

• Platforms should, in atrocity risk settings, explore the use of nudges to encourage critical thinking and 

to make it more difficult for bystanders to rapidly re-share information that could contribute to 

violence. 

• In settings where atrocities have already begun, platforms may want to consider suspending 

interventions that add friction to users’ ability to rapidly share content that may be necessary for their 

protection. 

F. Last Resort or “Break Glass” Measures 

 

Last Resort or “Break Glass” Measures  

Description Interventions that temporarily and intentionally disable or degrade social media 

features in moments of heightened atrocity risk 

Theory of Change Where social media features are at risk of being abused to contribute to atrocities, 

disabling features reduces tools available to perpetrators. 

Examples ● Intentionally disabling features that allow users to share hashtags, to avoid 

inciting violence in Ethiopia 

● Intentionally slowing down or degrading the functionality of certain 

features (i.e., adding “friction”) to prevent content from rapidly circulating 

on social media 

 

In some instances, certain social media features or products may present such a grave risk of abuse or 

weaponization by perpetrators that they may be worth disabling until the situation stabilizes. This final 

category of interventions covers such interventions, those that would temporarily and intentionally disable or 

degrade social media features in moments of heightened atrocity risk. The theory of change is that, where 

social media features are at grave risk of being abused to contribute to atrocities, “turning off” those features 

(or deliberately making them less effective) meaningfully reduces the tools available to perpetrators. 

 

Amid surging ethnic violence in Ethiopia in 2021, for example, Twitter temporarily disabled its “trends” 

feature in the country. In a public statement on the decision, Twitter said that its intervention was aimed at 

reducing the “risks of coordination that could incite violence or cause harm.”130 Interviewees also referenced 

past instances when friction has been added in various ways to slow down content on platforms, which was 

described as a blunt but occasionally necessary tool. Others referenced prior efforts at social media companies 

to develop contingency plans to disable or degrade certain features in the event of large-scale violence, but 

noted the difficulties inherent in persuading a company to intentionally “degrade” the user experience. 

Interviewees emphasized the importance of platforms having written protocols in place that systematically 

address how and when to determine the implementation of these interventions, ideally well in advance of mass 

violence.  
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In November 2021, Twitter decided to temporarily disable its 'Trends' feature in Ethiopia. It announced the feature in a tweet, stating that the decision 

was aimed at reducing the risk that the feature could be used to incite violence. Twitter, https://twitter.com/TwitterSafety/status/1456813764184055808, 

accessed via Wayback Machine 

 

Although instances of platforms intentionally degrading their own features are rare, interviewees felt these 

interventions should be kept on the table, describing them as among the “biggest emergency tools in the 

toolkit.” While interviewees largely preferred a more “nuanced approach” to mitigating risk associated with 

platform features, many felt that disabling entire features in a given setting may be a necessary last resort, 

particularly if platforms become aware that they lack the resources or tools in place to mitigate grave risks of 

abuse. In the words of one interviewee, if a feature is being deployed in a way that drives a dimension of the 

conflict, platforms turning that feature off may be “relevant and justified.” 

 

At the same time, interviewees emphasized that these drastic interventions come with difficult trade-offs. 

Given the importance of social media to information sharing, interviewees were hesitant to disable features or 

products entirely, particularly in crisis settings. They expressed concern that these interventions might end up 

hurting victims more than perpetrators, but noted that platforms are used in different ways, making this a 

unique calculation for each company. Some interviewees felt products or features might be more usefully 

disabled for specific accounts rather than for entire countries, yet recognized that action at the account level 

may come with additional liability or exposure for social media companies. These interviewees also noted that 

even disabling product features in a certain country may have its limitations, considering the continued ability 

of diaspora communities or other users outside that country to use features limited in-country. Both risk 

assessments and interventions, they noted, must carefully account for where dangerous content is actually 

originating before deploying these “break glass” measures. 

Core guidance and recommendations:  
• Considering the gravity and irremediability of mass atrocities, platforms should keep on the table 

interventions that would temporarily degrade or disable platform features at risk of severe abuse by 

atrocity perpetrators.  
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• At the same time, because of the dual-use nature of most social media features, these measures should 

typically be used as a “last resort” or “break glass” measure, deployed only after assessing relevant 

limitations and trade-offs. 

VII. CONCLUDING THOUGHTS AND RECOMMENDATIONS 

Digital spaces today are at the front lines of where atrocity risks materialize and unfold. They are among the 

arenas where the classic phases of mass violence play out anew—dehumanization, the rise of exclusionary 

ideologies, the exposure of individuals as enemies or traitors, and the organization and coordination of 

genocide. But they are also places where atrocity prevention strategies—such as protecting vulnerable civilian 

populations and degrading perpetrators—have opportunities to play out, by expanding the atrocity prevention 

toolbox to leverage digital tools and interventions. In some cases, this entails adapting traditional tools to the 

realm of social media, while in other cases, it requires developing an expanded awareness of new tools with 

the potential to support prevention strategies. 

 

At the same time, a note of caution is warranted for anyone assessing the use of social media to support 

atrocity prevention efforts. Interviewees consulted for this report referenced the hard-learned lessons of many 

in the humanitarian aid and development community who have come to understand that, just by being in the 

space, they have effectively become part of the conflict, and their interventions may be instrumentalized in 

complicated ways. While the social media environment offers unique tools to support atrocity prevention 

efforts, interviewees urged caution, thorough assessment, and data-driven research before deploying new 

interventions that may carry unintended consequences.  

 

Interviewees also urged social media companies to review lessons learned from their use of prior interventions, 

so that these tools can be iterated and improved for future use. This may include collecting data on the efficacy 

of various tools and reviewing both interventions and policies surrounding their use with external stakeholders 

such as civil society organizations, so that risks and concerns can be anticipated and addressed.  

 

In surveying the tools available to use when confronted with moments of atrocity risk, the atrocity prevention 

community must not forget the digital realm —because its implications reverberate for communities that are 

both online and offline. By expanding the atrocity prevention toolbox to include digital tools and interventions, 

we have an opportunity to become more active participants in digital spaces, and to develop more modern 

atrocity prevention strategies to meet the challenges of the moment.  
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A. Recommendations for Platforms 

As discussed, this report sets out the landscape of social media tools and interventions that may be able to support either (a) protecting vulnerable 

civilian populations or (b) degrading perpetrator capacity. Because many of these interventions are within the control of platforms, most of the 

resulting recommendations are directed at social media companies. 

1. Preliminary Recommendations: Interventions to Support Civilian Protection  

First, preliminary recommendations on specific tools and interventions that may be able to contribute to the protection of vulnerable civilian 

populations are as follows: 

 

Atrocity Prevention Strategy: Protect Vulnerable Civilian Populations  

Key Assumptions 

• Social media can enable vulnerable civilian populations to access critical information and coordinate actions to protect themselves in 

moments of crisis. 

• At the same time, information available on social media can place civilians at greater risk of physical attack. 

• Social media can enable communication between members of affected communities about emerging atrocity risks, and from affected 

communities to policy makers. 

 

Mechanisms 

• Safeguarding sensitive information about vulnerable civilian populations (for example, by locking profiles or increasing account security 

measures to prevent hacking) 

• Coordinating and facilitating self- or external-protection efforts (for example, by users communicating warnings on unsafe locations or 

circulating information on humanitarian aid access points) 

• Supporting access to essential information that could be used for protection 
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TOOLS & INTERVENTIONS TO PROTECT VULNERABLE CIVILIAN POPULATIONS 

Protect Online 

Privacy 

 

Tools or 

interventions 

aimed at 

restricting the 

visibility of digital 

content that may 

put civilians at 

risk in atrocity 

risk settings 

THEORY OF CHANGE: 

 If digital content could 

be used to target 

civilians, restricting the 

visibility of that content 

can contribute to 

civilian protection. 
 

EXAMPLES:   

• Facebook’s locked profile 

feature, which limits the ability 

to view various elements of a 

person’s social media account, 

or similar interventions to limit 

the ability to view a user’s 

affiliations or friends lists 

• Obscuring users’ previously 

shared location information 

• Reviewing features to which 

users may be added without 

their consent that could make 

them more readily visible to 

perpetrators 

• Creating channels for users’ 

social media accounts to be 

secured or locked down in case 

of detention or arrest 

• Proactively sharing instructions 

on the deletion or deactivation 

of social media accounts 

 

PRELIMINARY GUIDANCE FOR PLATFORMS:   

• Platforms should explore interventions to 

proactively restrict the visibility of digital 

information that could be used to target 

civilians in atrocity risk settings, such as 

their affiliations or location history.  

• Privacy interventions aimed at protecting 

civilians should be carefully balanced against 

their potential interests in sharing 

information in atrocity risk settings. 

Wherever feasible, civilians should be 

afforded agency over their digital presence. 

• Platforms should carefully review features 

through which civilians’ digital information 

may be visible without their consent, or 

where they may not realize they gave prior 

consent.  

• Platforms should ensure that vulnerable 

civilian populations can readily understand 

how to temporarily deactivate or delete their 

social media accounts should they deem it 

necessary for their protection. 

• Platforms should communicate available 

privacy tools to vulnerable populations in 

advance of crises, and should clearly 

articulate relevant limitations to avoid 

overpromising to people who are at risk. 
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Secure Social 

Media Accounts 
 

Interventions 

aimed at 

protecting social 

media users 

against hacking, 

impersonation, 

and account 

takeover efforts 

THEORY OF CHANGE:  

Civilian protection 

includes ensuring that 

civilians’ digital 

information cannot be 

obtained and used 

against them through 

hacking and 

impersonation 

campaigns. This can in 

turn protect others who 

may be misled by 

hacked and 

impersonated accounts. 

EXAMPLES:  

• Account security push 

notifications, deployed in 

Ukraine 

• End-to-end encryption channels 

 

PRELIMINARY GUIDANCE FOR PLATFORMS:  

• Platforms should ensure they put in place and 

stringently enforce policies prohibiting 

impersonation in atrocity risk settings. 

• Platforms should explore opportunities, such 

as through push notifications or prompts, to 

proactively communicate information to 

civilians about how to best secure their 

online accounts. 

• Platforms should clearly communicate their 

choices around the use of encrypted or 

unencrypted features, so that users readily 

understand the security of the tools they use 

in atrocity risk settings. 

Surface Crisis 

Resources and 

Credible 

Information 

 

Tools or 

interventions 

aimed at 

connecting social 

media users to 

crisis resources, 

amplifying 

credible 

information, or 

both 

THEORY OF CHANGE:  

Ensuring that civilians 

can access information 

about crisis resources 

can contribute to 

protection by helping 

them avoid or 

withstand attacks.  

OR  

Ensuring that civilians 

can access reliable 

information about 

evolving developments 

can prevent 

misinformation and 

disinformation from 

inciting violence. 

EXAMPLES:  

• Creating centralized landing 

pages or information hubs that 

compile authoritative 

information in atrocity risk 

settings 

• Modifying approaches to 

ranking and amplification of 

information to align with needs 

in atrocity risk settings 

• Amplifying content from 

credible accounts, such as 

reliable media or civil society 

organizations 

• Providing ad credits to credible 

local organizations  

PRELIMINARY GUIDANCE FOR PLATFORMS:   

• In atrocity risk settings, the way information 

is ranked and prioritized takes on heightened 

importance. Platforms should review 

approaches to the ranking and amplification 

of information to align with needs in atrocity 

risk settings. 

• Platforms should develop principled 

approaches for how they will identify 

credible and useful information for civilian 

protection, and under what circumstances 

specific information will be amplified.  

• Platforms should consider affording users 

choice in how content is prioritized in user 

feeds so they can quickly identify resources 

and information important to their protection. 
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 • Using push or pop-up 

notifications, or “nudges,” to 

direct people to important 

resources or news items 

 

• Platforms should, in partnership with 

relevant organizations and humanitarian 

agencies, explore opportunities to direct 

users to credible information or resources 

that could support their protection. 

• Platforms should explore opportunities to 

afford vulnerable communities greater 

control and agency in efforts to surface crisis 

resources on social media and mitigate risks 

associated with information sharing. 

Disseminate 

Early-Warning 

Information 

 

Interventions that 

make use of social 

media to 

communicate 

warnings about 

atrocity risks 

THEORY OF CHANGE: 

 Social media may be 

used to communicate 

warnings (either to 

civilians at risk or to 

policy makers), with a 

view to influencing 

outcomes on civilian 

protection. 

 

EXAMPLES:  

• Publishing emergency air raid 

alerts on social media 

• Using social media posts to 

warn people about safe/unsafe 

locations in Libya, or potential 

targets for air strikes in Syria 

 

PRELIMINARY GUIDANCE FOR PLATFORMS:  

• In light of the use of social media for early 

warning, platforms operating in atrocity risk 

settings should review the way that content 

moderation policies on graphic media or 

violent content are applied and enforced, 

with consideration to the needs of affected 

populations to understand emerging events 

and risks of violence. Platforms should also 

explore the use of technical interventions to 

mitigate psychosocial harm associated with 

the viewing of graphic content, such as the 

use of interstitials, grayscale, or image 

blurring. 

• Platforms should explore opportunities to 

support early-warning initiatives by trusted 

third-party entities, but they also should 

implement safeguards to carefully assess 

information credibility and timeliness. 
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Enhance 

Communication 

and 

Coordination 

Capabilities 

 

Interventions that 

expand or 

enhance civilians’ 

ability to 

communicate and 

coordinate  

 

THEORY OF CHANGE:  

Supporting open 

communication and 

coordination between 

civilians will enable 

them to better avoid or 

withstand atrocities. 

 

EXAMPLES: 

• “Groups” or “Communities” 

features on social media  

• Social media features that 

enable group messaging 

• Features that help users connect 

to social media platforms via 

proxy servers, bypassing 

restrictions on internet access 

 

PRELIMINARY GUIDANCE FOR PLATFORMS:   

• Platforms should be mindful of the value of 

features that enable group discussion for 

coordination and communication between 

civilians in atrocity risk settings. When 

considering modifying or updating these 

features, platforms should take particular 

care in assessing the needs of those in 

atrocity risk settings who may be using them 

for this purpose.   

• Platforms should pay particular attention to 

the moderation of group discussion forums in 

settings where there is a heightened risk of 

mass atrocities. This may include ensuring 

that the administrators of discussion forums 

have the tools and resources they need to 

support moderation, such as the ability to 

approve or remove members from digital 

spaces.  

• Platforms should ensure that the visibility or 

privacy of group discussion forums is clearly 

communicated to all participants. 

• In atrocity risk settings where restrictions on 

communication are heightened, such as 

through internet blackouts or platform 

shutdowns, platforms should consider 

exploring opportunities to expand access to 

social media, particularly for vulnerable or 

isolated communities. 
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2. Preliminary Recommendations: Interventions to Degrade Perpetrator Capacity  

Preliminary recommendations on specific tools and interventions that may be able to contribute to degrading the capacity of atrocity perpetrators are 

as follows: 

 

Atrocity Prevention Strategy: Degrade Potential Perpetrators’ Capacity to Commit Atrocities  

Key Assumptions 

• Mass atrocities depend on perpetrators having certain material and operational capacities. In many countries at risk of mass atrocities today, 

perpetrators may use social media as a resource for facilitating systematic attacks.  

• Social media can enable potential perpetrators to communicate rapidly and persuasively with large audiences in ways that may contribute to 

atrocity risk, by inciting violence, spreading exclusionary ideologies, or disseminating disinformation or misinformation about a particular 

group. 

• Social media can also play a role in the planning and organization of attacks, such as by providing forums for recruitment or weapons sales. 

• Tools that make social media platforms less effective or efficient means of advancing perpetrators’ goals can therefore contribute to 

degrading their overall capacity to commit atrocities. 

 

Mechanisms 

• Decreasing the speed and audience-reach efficiency of social media features for potential perpetrators (for example, via content moderation 

policies on crisis misinformation, rate limits, or nudges suggesting users think twice before re-sharing certain content) 

• Decreasing the persuasiveness of inciting, misleading, or otherwise dangerous content (for example, via contextualizing content or labeling 

the source of posts, such as state-affiliated media) 

• Disrupting digital spaces in which perpetrators are organizing or planning the commission of atrocities (for example, weapons sales and 

recruitment) 

• Denying potential perpetrators access to social media platforms entirely or to specific social media features or platforms (for example, via 

detection and removal of coordinated networks of accounts of potential perpetrators, deplatforming violent organizations, or disabling 

social media features in moments of heightened atrocity risk) 
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TOOLS & INTERVENTIONS TO DEGRADE POTENTIAL PERPETRATORS’ CAPACITY TO COMMIT ATROCITIES 

Prevent 

Perpetrators 

Gaining 

Foothold on 

Platforms at 

Scale 

 

Interventions 

aimed at 

preventing 

perpetrators from 

setting up a large 

presence on social 

media platforms 

 

THEORY OF CHANGE: 

Preventing perpetrators 

from establishing or 

maintaining extensive 

networks of accounts 

will make them less 

able to weaponize 

social media in 

furtherance of atrocities 

(such as to incite or 

coordinate violence). 

 

EXAMPLES:  

• Preventing perpetrators from 

registering social media 

accounts 

• Expanding detection of 

coordinated networks of 

accounts of potential 

perpetrators 

• Designating and banning 

perpetrators under policies 

governing violent individuals 

and organizations 

• Deplatforming perpetrators, or 

subjecting them to heightened 

monitoring against content 

moderation policies 

 

PRELIMINARY GUIDANCE FOR PLATFORMS:   

• Platforms should explore interventions that 

can prevent atrocity perpetrators from setting 

up networks of inauthentic accounts. This 

should include both efforts to prevent the 

registration of new accounts, and review of 

older accounts that may exhibit suspicious 

behavior. 

• Platforms should enhance their in-house 

investigative capacities to detect and remove 

coordinated networks of inauthentic accounts 

that may be used by atrocity perpetrators. 

• Platforms should, in atrocity risk settings, 

proactively review potential perpetrators 

against criteria for designation under violent 

organizations policies. 

• Platforms should explore heightened 

monitoring of accounts of atrocity 

perpetrators and more stringent enforcement 

of content moderation policies given these 

individuals’ offline behavior. 
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Disrupt 

Perpetrators 

from 

Coordinating 

and Organizing 

on Social Media 

 

Interventions 

aimed at 

disrupting 

perpetrators from 

using social media 

to coordinate and 

organize the 

commission of 

violence 

 

THEORY OF CHANGE:  

To the extent that 

digital spaces are being 

used to coordinate and 

organize violence, 

disrupting perpetrators’ 

ability to use social 

media to advance the 

planning and 

organization of 

violence will degrade 

their overall capacity to 

commit atrocities. 

 

EXAMPLES:  

• Enforcement of content 

moderation policies prohibiting 

weapons sales or to promote 

criminal activities 

• Heightened monitoring of 

online spaces where 

perpetrators may be organizing 

violent activities, such as 

groups or pages 

• Policies prohibiting the use of 

social media for surveillance 

 

PRELIMINARY GUIDANCE FOR PLATFORMS:  

• Platforms should ensure that they have 

policies in place that prohibit the abuse of 

their platforms for the coordination and 

organization of mass violence, including but 

not limited to the purchase and sale of 

weapons and recruitment to violent 

organizations.  

• Platforms should also ensure that the 

enforcement of these policies is sufficiently 

resourced in atrocity risk settings, 

particularly in online spaces where 

perpetrators may be gathering. 

• Platforms should explore interventions to 

prevent perpetrators from readily collecting 

information on social media about potential 

targets, and ensure policies are in place 

prohibiting the use of social media data for 

surveillance. 
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Limit the 

Presence or 

Visibility of 

Dangerous 

Content in 

Atrocity Risk 

Settings 

 

Interventions 

aimed at reducing 

the presence or 

visibility of 

potentially 

inflammatory 

digital content 

during periods of 

heightened 

atrocity risk 

 

THEORY OF CHANGE: 

Reducing the presence, 

audience reach, or 

visibility of potentially 

inflammatory digital 

content, limits potential 

perpetrators’ ability to 

use social media to 

incite atrocities or 

further societal 

divisions.  

 

EXAMPLES:  

• Having policies governing how 

platforms manage dangerous 

misinformation in crisis 

settings, such as limiting it from 

appearing on users’ home feed 

or timeline or limiting its ability 

to be re-shared 

• Deamplifying content that 

could create a serious risk of 

harm, such as potentially 

dehumanizing language or 

exclusionary ideologies 

• Implementing rate limits or 

forwarding limits that reduce 

the number of people a user can 

forward content to at scale 

 

PRELIMINARY GUIDANCE FOR PLATFORMS:  

• Platforms should ensure they have policies in 

place to manage dangerous misinformation 

in atrocity risk settings, perhaps by limiting 

users’ ability to share, recommend, or 

amplify unverified and potentially harmful 

information.   

• Platforms should also ensure that they have 

policies in place prohibiting the incitement of 

violence and that these policies are 

rigorously enforced in atrocity risk settings. 

These policies should also be developed and 

enforced with an understanding of behaviors 

and patterns around the commission of mass 

violence, such as the use of dehumanization, 

hate speech, and coded language or “dog-

whistling” to incite violence. 

• Where dangerous misinformation remains 

online in atrocity risk settings, platforms 

should explore the use of “soft interventions” 

to reduce the risk of misinformation 

contributing to violence, such as placing 

warning labels over the content.  

• Platforms should engage in further research 

on the benefits, risks, and unintended 

consequences of deamplifying dangerous 

content (such as dehumanizing language or 

derogatory terms) in atrocity risk settings, 

but they should be transparent about their 

approach. 

• In atrocity risk settings, platforms should 

explore reasonable rate limits or 
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requirements that users accumulate some 

indicia of trustworthiness before they are 

permitted broad reach and engagement on 

the platform, to prevent perpetrators from 

reaching other users en masse.  

• Platforms should explore opportunities to 

link indicia of trustworthiness to the ability 

to use features like ads in atrocity risk 

settings, or to prohibit the use of ads outright 

in certain contexts. To the extent ads are 

permitted, they should be rigorously 

scrutinized against policies prohibiting hate 

speech and incitement to violence. 

Contextualize 

Perpetrator 

Content 

 

Interventions 

aimed at 

providing 

additional 

information or 

context around 

inflammatory 

digital content 

posted on social 

media by potential 

perpetrators, 

where it is not 

removed outright 

 

THEORY OF CHANGE: 

 Situating inflammatory 

digital content in the 

context of credible, 

factual information can 

reduce perpetrators’ 

ability to spread and 

persuade people of 

dangerous rumors or 

incite violence. 

 

EXAMPLES:  

• Placing warning labels or 

interstitials over potentially 

inflammatory digital content, 

sharing further context about 

what is depicted or asserted  

• Verifying and labeling accounts 

belonging to certain types of 

users, such as government 

officials, electoral candidates, 

or state-affiliated media 

• Providing further context on or 

labeling the provenance of 

misleading media 

• “Prebunking” or inoculating 

users against dangerous 

misinformation 

PRELIMINARY GUIDANCE FOR PLATFORMS:  

• In atrocity risk settings, platforms should 

explore labeling and verifying certain 

categories of accounts, such as those 

belonging to government officials or 

electoral candidates, to prevent users from 

being persuaded by impersonation attempts.  

• Platforms should explore the use of 

interstitials, paired with deamplification, for 

a small subset of high-risk, high-visibility 

content in atrocity risk contexts. They should 

also explore options to communicate the 

provenance of misleading media, so users 

better understand the source of content they 

encounter.  

• In partnership with local organizations, 

platforms should explore the use of 

prebunking to reduce the potency of 

mis/disinformation in atrocity risk contexts, 
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and support independent research on the 

efficacy of these efforts. 

• Where local partnerships are absent, 

platforms should explore the possibility of 

user-led or community-to-community 

interventions that would enable users to flag 

misinformation themselves. 

Prevent 

Perpetrators 

from Mobilizing 

Bystanders 

 

Interventions 

aimed at reducing 

the incentives for 

bystanders or 

third-party 

enablers to 

inadvertently 

contribute to 

narratives and 

ideologies being 

advanced by 

perpetrators 

 

THEORY OF CHANGE:  

By reducing the 

likelihood that third-

party enablers 

contribute to the 

dissemination of 

dangerous narratives 

and ideologies 

advanced by 

perpetrators, reduce 

perpetrators’ ability to 

weaponize social media 

to incite or fuel 

atrocities. 

 

EXAMPLES:  

• “Nudges” suggesting users 

think twice before re-sharing 

certain content on social media 

• Prompts warning users if they 

are about to share a potentially 

harmful or hurtful reply or 

comment 

• Interventions to interrupt the 

user interface to make it more 

difficult to rapidly re-share 

content that may contribute to 

violence 

 

PRELIMINARY GUIDANCE FOR PLATFORMS: 

• Platforms should, in atrocity risk settings, 

explore the use of “nudges” to encourage 

critical thinking, and they should make it 

more difficult for bystanders to rapidly re-

share information that could contribute to 

violence. 

• In settings where atrocities have already 

begun, platforms may want to consider 

suspending interventions that add friction to 

users’ ability to rapidly share content that 

may be necessary for their protection. 
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Last Resort or 

“Break Glass” 

Measures 

 

Interventions that 

temporarily and 

intentionally 

disable or degrade 

social media 

features in 

moments of 

heightened 

atrocity risk 

THEORY OF CHANGE:  

Where social media 

features are at risk of 

being abused to 

contribute to atrocities, 

disabling features 

reduces the tools 

available to 

perpetrators. 

EXAMPLES: 

• Intentionally disabling features 

that allow users to share 

hashtags, to avoid inciting 

violence in Ethiopia  

• Intentionally slowing down or 

degrading the functionality of 

certain features (i.e., adding 

friction) to prevent content from 

rapidly circulating on social 

media 

PRELIMINARY GUIDANCE FOR PLATFORMS:  

• In light of the gravity and irremediability of 

mass atrocities, platforms should keep on the 

table interventions that would temporarily 

degrade or disable platform features at risk 

of severe abuse by atrocity perpetrators.  

• At the same time, because of the dual-use 

nature of most social media features, these 

measures should typically be used as a last 

resort or “break glass” measure, deployed 

only after assessing relevant limitations and 

trade-offs. 
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3. General Recommendations to Platforms 

Finally, this section summarizes overarching recommendations that apply broadly when developing or 

deploying digital tools and interventions and are not specific to individual categories of tools. They arose in 

consultations focused on interventions for both civilian protection and degrading the capacity of atrocity 

perpetrators. 

 

Platforms should invest in research and development concerning social media tools that hold potential to help 

prevent mass atrocities. The inventory of tools in this report offers a starting point for both deepening 

understanding of when and how different tools can address mass atrocity risks and expanding the range of 

available tools.  

a. Invest in Atrocity Prevention Capacity and Expertise  

Platforms should invest in building internal atrocity prevention capacity and expertise. They should ensure 

they have a dedicated crisis response function that can define and categorize potential atrocity risk situations 

according to a principled risk assessment process, coordinate between teams to collaborate on potential issues, 

and develop clear protocols on when various interventions and policies will be deployed. Platforms should also 

ensure that, when specific interventions must be deployed by relevant teams, those teams can obtain needed 

resources. As articulated in recent US-EU guidance for social media companies on protecting human rights 

defenders, platforms should “mobilize additional capacity when they identify a foreseeable risk of harm.”131 In 

addition, platforms should hold tabletop or scenario-based simulations to prepare for atrocity risk settings.132 

 

More broadly, platforms should build their awareness on how their products are being used in atrocity risk 

settings to create a baseline for further assessment of risks and opportunities. According to interviewees, 

identifying what content is most viewed and engaged with, as well as which accounts have greatest visibility 

and reach in an atrocity risk context, for example, could help platforms better assess the need for further 

interventions. This can help companies avoid investing time and energy into features that will have only 

minimal impact on civilian protection or degrading perpetrators, and avoid instances where efforts are made to 

modify product features that ultimately do not pose 

significant risks. Throughout the consultations for this 

report, social media companies were urged to invest in 

understanding how products are being used in 

contexts where there is a risk of mass atrocities, rather 

than making rash decisions to restrict product features 

that may also have important and positive 

applications. Interviewees also called for platforms to 

invest in robust trust and safety teams that would have 

the capacity to monitor for abuse of the platform and 

be proactive in removing dangerous content. 

 

In some cases, interventions referenced in this report may be in tension or conflict with one another. For 

example, exploring opportunities to permit graphic content that provides early warning of atrocities may make 

efforts to limit the presence of dangerous or inflammatory content on social media more difficult. Expanded 

“This is not a story of technical 

tools—it would be really nice if it 

was. This requires understanding 

atrocity dynamics, and it takes 

lots of human resources to do 

that well.”  

- Expert on digital technology and international law 
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internal capacity to understand local risk dynamics, and experienced crisis response teams, can help navigate 

these difficult decisions, in partnership with affected communities wherever possible. 

 

Rather than solely focusing on specific interventions, interviewees urged all stakeholders to invest in obtaining 

greater understanding of threats in the information environment. As one participant put it, “More than focusing 

on any one product or policy intervention, we need to foster greater openness on what platforms have done in 

the past, share access to that data, and really understand what’s working so resources can be directed 

effectively.” This may also involve supporting independent research on areas like disinformation, as well as 

how it plays out on social media platforms. 

b. Preserve Digital Evidence of Mass Atrocities 

Without precautions, tools and interventions that aim to address dangerous, graphic, or inflammatory social 

media content may inadvertently contribute to the loss of potential evidence of atrocity crimes that holds 

important value for justice and accountability efforts.133 Platforms should preserve digital evidence of mass 

atrocities, and, where appropriate, share information to assist in the investigation and prosecution of atrocity 

crimes. They should also clarify their policies on data preservation in atrocity risk and conflict settings, and 

consult with civil society organizations (and, where feasible, affected communities) to identify content 

relevant to international justice and accountability efforts.134 Preservation of digital evidence may fall within 

the confines of “civilian protection” by raising the cost of violence, supporting a long-term theory of 

deterrence, or may constitute an opportunity to degrade perpetrator capacity by contributing to justice and 

accountability efforts. Even in the event that it does not fit neatly into these strategies, it warrants mention as a 

core consideration when implementing interventions aimed at atrocity prevention. 

 

Interviewees noted that the preservation of digital content is only effective if it is ultimately shared with 

investigative and prosecutorial authorities pursuing accountability initiatives. Facebook’s Oversight Board, for 

example, has found that Facebook “has a responsibility to collect, preserve and, where appropriate, share 

information to assist in the investigation and potential prosecution of grave violations of international criminal, 

human rights and humanitarian law by competent authorities and accountability mechanisms.”135 Preservation 

initiatives may also be undertaken to respond to targeted requests from legal entities charged with gathering 

evidence, open calls for potential evidence issued by entities with the mandate to investigate and prosecute 

core international crimes, or in response to users themselves flagging digital content that could be useful as 

future evidence, should platforms make that option available.136  

c. Localize Resources 

Platforms should localize all resources to ensure accessibility and ease of use for affected communities. Any 

tools or interventions developed for use by individuals in at-risk communities must be made available in the 

relevant local languages of affected populations. Effectively serving communities affected by atrocity risks 

requires ensuring that not only the tools, but also communications around their roll-out, launch, and risks are 

accessible and understandable to those that may need to use them. Interviewees suggested, for example, 

localizing help center articles or blog posts by social media companies around their actions in atrocity risk 

contexts. Because localization may take time and resources, it should ideally be planned and coordinated well 

in advance of the launch of relevant features and policies. 
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d. Invest in Local Partnerships 

Platforms should invest heavily in local partnerships that can support awareness of atrocity risk dynamics. 

Across the board, interviewees emphasized that 

local partnerships are the cornerstone of atrocity 

prevention interventions, and local partners are 

essential to support platform awareness on how 

atrocities risks intersect with online dynamics. 

Interviewees urged platforms to build local 

relationships well in advance of crisis events, and 

to proactively establish clear processes and 

channels through which civil society 

organizations can report dangerous content. 

 

The implementation of interventions should be informed by local experts and organizations, with tools 

implemented in relevant local languages. Indeed, core principles aimed at interventions to counteract 

dangerous speech find broad applicability for social media interventions to support atrocity prevention: 

interventions should (a) be developed in partnership with local partners, (b) be goal oriented and strategic, and 

(c) do no harm, while managing relevant risks.137 

 

Platforms should provide training on relevant product and policy interventions so they can be rolled out more 

effectively in at-risk communities.138 At the same time, interviewees referenced the difficulties of identifying 

fact-checkers and partners in contexts where there are acute physical safety and security risks, as local partners 

may need to leave the country, creating gaps in available credible information. Although many platforms 

already have formal partnership programs, experts urged companies to make a greater investment in ensuring 

these are mutually supportive rather than extractive, and in ensuring that external partners understand the 

impact of their contributions.  

e. Cross-platform Communications 

In addition to partnerships with civil society, platforms should expand communication with peer companies to 

support collective efforts to protect civilians and degrade perpetrator capacity. This may include sharing 

information about risk dynamics, vulnerable groups in need of protection, or particularly inflammatory online 

dynamics that pose a heightened risk of mass atrocities. Given the frequent migration of dangerous content 

from one platform to another, interviewees argued that perpetrators may be less able to weaponize social 

media overall if platforms expand coordination of efforts and strategically share information relevant to 

atrocity risk contexts. This may include, for example, sharing potentially dangerous narratives that may be 

surging, or strategies through which perpetrators are seeking to evade platform policies. Interviewees also 

pointed to an intervention called “hashing” dangerous content, whereby platforms can quickly identify visually 

similar content that has been removed by another platform.139 This, however, requires close coordination 

between platforms, which, according to some interviewees, has been ad hoc to date. 

 

 

“The question that underlies these 

conversations is, what is the 

investment in local connections? I 

don’t think any of this can be done 

well without that.”  

- Expert on digital technology and international law 
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B. Recommendations for Policy Makers 

Most of the recommendations set out in this report are aimed at platforms as the primary actors in 

conceptualizing, developing, and deploying the types of features and interventions described herein. This 

report, however, is not solely aimed at platforms, but also at atrocity prevention policy makers responsible for 

developing strategies that could better integrate digital tools and interventions. First and foremost, policy 

makers should ensure that atrocity prevention strategies include an assessment of both risks and opportunities 

in the digital environment, taking into account how both at-risk communities and perpetrators are using social 

media. Further, policy makers should consider taking the following actions: 

• Partner with social media platforms to research the benefits and risks of specific interventions in 

atrocity risk settings; 

• Establish dedicated channels for communication between the atrocity prevention community and 

social media companies; 

• Engage in greater information sharing with social media companies on settings where there is a 

heightened risk of mass atrocities, with the aim of raising awareness of the need for digital 

interventions;  

• Explore opportunities to share atrocity prevention expertise with platforms, to support the 

development and deployment of interventions focused on prevention; and 

• Explore opportunities to incorporate social media tools and interventions into atrocity prevention 

strategies.  
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